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Beegenne (1/8)

AKTyaJIbHOCTb

o 3a,u,aqv| onTmMmumndaumm I/IHCI)OpMaLI,IIIOHHO-BbI‘-II/ICJ'II/lTeJ'IbeIX npoueccoB BCTPEHAKOTCA B JIOTUCTUKE,

LMOPOBOM YNPABAEHUN U NHXKEHEPHOM MPOEKTNpPOBaHNM® .

® [lpumep Takoli 3aa4 — MapLUPYTU3aLUsa AOCTAaBKU C OrpaHNYeHusIMN, rae TpebyeTcs HaliTW HaWMEHbLLNIA

CyMMaprIVI nyTb OCTaBUNKA C OrPAHNHYEHNEM HA pr3OI'IO,£I,'béMHOCTb 3d KaK MOXXHO MEHbLLIEE BpeMFI2.

® HecMoTps Ha Hepa3pelMMOCTb 3TUX 333y 3a NOJIMHOMUAJILHOE BpeMsl, CTOXacTUYecknue anropuTmol
NO3BOJISIOT NOJYYaTb NPUONVKEHHbBIE PELLEHNS TaKMX 33aJay ONTUMU3aLMM 33 NPUEeMIEMOe BPeMS® .

® BricTpogelicTBMe CTOXaCTUHECKMX airOPUTMOB CYLLECTBEHHO 3aBMCUT OT BbIbOpa MeTopa aganTauum umx
napameTpos®.

e OpHako 3TOT BbIGOP OCTAaéTCA HETPMBMANBHBLIM A5 MPaKTUYECKMX 3a4a4, Y4TO 3a4acTyto ycyrnybnsercs
OTCYTCTBMEM CTPOrMX OLEHOK BAMSHWS afjanTaLuy napameTpoB Ha CXOAMMOCTb CTOXaCTUYECKUX aaropuTMOB®.

® AKTyanbHOCTb paboTbl 0OycnoBAEeHa NOTPEOHOCTLIO B MPEOAONEHUN STUX OrPAHNYEHWNA.

Yilin 1., Maydanova S., Lepekhin A., Jahn C., Weigell J., Korablev V. Digital platforms for the logistics sector of the Russian
Federation / Technological Transformation: A New Role For Human, Machines And Management: TT-2020. Springer, 2021.
C. 179-188.

2 Brackers K., Ramaekers K., Van Nieuwenhuyse I. The vehicle routing problem: State of the art classification and review /
Computers & industrial engineering. 2016. T. 99. C. 300-313.

3CK06L405 FO. A., @egopos E. E. MeTasepuctukn. Honeuk : Hoynungrx, 2013.

4 Karafotias G., Hoogendoorn M., Eiben A. E. Parameter control in evolutionary algorithms: Trends and challenges / IEEE
Transactions on Evolutionary Computation. 2014. T. 19, Ne 2. C. 167-187.

®Doerr C., Doerr B. Theory of parameter control in evolutionary algorithms / ACM Transactions on Evolutionary Learning and
Optimization. 2018. T. 3, Ne 1. C. 1-37.
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BeepeHnne (2/8)

TepmMuHbl n cokpalieHus

1. 3apa4va ontumusauymm (makcumusauymn): nycte X C R”™, f: X — R. Halitn pewenne x* € X Takoe, 4TO
f(x*) = maxgecx f(x) (ecnn makcumym cyuiecTByeT).

2. CroxacTuyeckuii anroputmM — aaropuTMm, NCNONb3YIOLWWA CYHaliHOCTb B LUAre Noucka Ojsi peleHuns
3agayn ontummsauun. Obbi4HO paboTaeT B HECKOIBKO UTEpALWiA, HA KaXX[ol N3 KOTOPbIX FreHepupytoTcs

pewieHuns. OnepaTop, KOTOPbIA NX reHepupyeT, byaem HasbiBaThb o7 .
6

3. ApanTauuns napamMeTpoB B CTOXaCTWYECKOM anropuTMe’ — aBTOMaTU4eCckoe ODHOBJIEHNE NAPaMETPOB
aJiropuTMa B ripolecce paboTbl Mo HabaogaeMbIM AaHHbIM noucka. PyHKLUMIO, 3a4atoLLyo aganTaLunto
napamMeTpoB, byaem Ha3biBaTb % .

4. Ka4ecTBO pelueHust — ecivi MakCUMusnpyeTcst (MUHUMN3NPYeTCs) PyHKLMsS f, TO pelueHne ay4iiero
kayecTBa OymeT umeTb bonbluee (MeHblUee) 3HaYeHMe pyHKUUN f.

5. Bpems ontumMmnsaumm 7 — ciy4yaiiHas BEINYUHA: MUHUMAJIBHOE YUCO UTepaunii (unv Boldmcnexnii f)
CTOXaCTUYECKOro aJiropuTMa A0 AOCTUXKEHUS TPebyeMoro Ka4yecTBa pelleHns 3a4a4m onTuMn3aumm dyHKLnm
f. 3a E|[7] obo3Haumm mMaTeMaTnHeCKOE OXUAAHNE BPEMEHW ONTUMU3ALUN.

6. Mcespobynesa onTuMmMsaums: obnacte onpeaeneHns — buHapHble ctpoku anuubl n: X = {0,1}" .

7. KombunHaTopHas ontTumMmnsaums: obnactb onpegeneHns — KOMOUHaTOpPHble 00beEKTbI (HanprmMep
nepecTaHoBkM aauHbl n: X = S,,).

8. BewecTBeHHO3HAYHast onTuMM3auma: obnactb onpeaenerunst bonee yem cyetHa (Hanpumep X' = R"™).

9. MUNO - 3apgaya ManouTepaLoHHOI NapanfenbHol ONTUMN3aLUN NOCTAaBKN TPy30B.

S Eiben A. E., Michalewicz Z., Schoenauer M., Smith J. E. Parameter control in evolutionary algorithms / Parameter setting in
evolutionary algorithms. Springer, 2007. C. 19-46. 3/61



Beeaenune (3/8)

3ayem Hy>XHa aganTtauusa napameTpoB?

® (CToxacTu4eckue anropuTMbl OObIYHO UMEKOT napamMeTpbl B, HanpuMep, HaCKObLKO bonbLLne chy4YaliHble
MOANMUKALUN BHOCATCS, CKOMbKO CJyYaliHbIX PELIEeHNd NOAAEPKMBAETCS, KaK OTOMPAtOTCS peLlleHns B
NnpoLLecce Nonucka u 7. 4. 3TN NapamMeTpbl ONpeaensatoT ObICTPOAECTBUE aNropuTMa U Ka4yecTBo

pe3ynbTaTa’.

® cDI/IKCVI[)OBaHHbIe 3HA4€Hns nNapamMmeTpoB HE yHUBepCaJibHbl: Ny4HLlWNE 3HAYEHNA NAPaMETPOB
3aBUCAT OT 3a4a4un, Ctaamm nNnONCKa 1n JOCTynHOro 6I-O,£I,)K€T38’9.

® Py4yHasi HacTpoiika NnapamMeTpoB goporasi: TpebyeT MHOXECTBA MPOrOHOB U 3KCMNEPTHOro OMbITa.
OpHako B NpaKTUYeCKMX 3a4a4ax YacToO €CTb OrPaHUYEHHbIA BbIYNCANTENLHbBIN DIOIXXET N XECTKUE
CPOKMN.

® A[J,aI'ITaLI,I/ISI napamMmeTpoB B CTOXaCTUHECKOM aJIrOpUTME NOBbILWLAET yCTOVIqVIBOCTb K CMEHE 3a4a4 "

YCKOPSIET NOJIyYEHNE KAaYECTBEHHbIX PELUEHUN, Aenast CTOXaCTUYECKNE aNropuTMbl SPMEKTUBHLIMMN Ha

npaktukeY.

7 Cemenkun E. C., Cemenkuna M. E. CamokoHburypmpyemble 3BO/IIOLNOHHBIE aNrOPUTMbl MOLEIMPOBAHNA N ONTUMN3ALNN.
MarHuTtoropcknn gom nedaTtun, 2014.

8Eiben A. E., Michalewicz Z., Schoenauer M., Smith J. E. Parameter control in evolutionary algorithms / Parameter setting in
evolutionary algorithms. Springer, 2007. C. 19-46.

® Doerr B., Doerr C. Theory of parameter control for discrete black-box optimization: Provable performance gains through dynamic
parameter choices / Theory of Evolutionary Computation: Recent Developments in Discrete Optimization. 2020. C. 271-321.

10 Ckobos FO. A. OT reHeTnHeckmnx aJ/IrOPUTMOB K BbIHUCANTENBHOMY UHTeNNekKTy / [leeaTtasa mexxayHaponHasi KOH(OEpPEeHLNs Mo
KOrHUTUBHOW Hayke. T. 1. HaynoHanbHbIl nccnepoBaTenbckuii sgepHbiin yHnsepcutetr « MNON», 2021. C. 649-652.
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Beepexue (4/8)

OCHOBONOJIOXXKHUKN TeMbl UCCeaoBaHUS

® AntamowkuH A. H. n Kazakosues J1. A. aBnst0TCca OQHUMIN N3 OCHOBOMOJOXXHUKOB CTOXaCTUYECKUX

anropnTMOB C aganTauueli napametposti:i?.

® Ix METOA U3MEHSIOLLMXCS BEPOSITHOCTEN afanTupyeT MHOXECTBO napameTpoBl> n nMeeT npunoxkerue Ans

PELLEHUNS 33434 KOMOUHATOPHONR onTuMusauumn’.
® Rechenberg |. npepnoxnn knaccuyeckuii MeTon ajantauumn B 3BOJOLMOHHBIX aJIFOPUTMaX — NPaBUIO OAHO

naTolil®.

* Schwefel H. P. pa3sun meTog Ans BelLeCTBEHHO3HAYHbIX DYHKLMIAC.
® Bnocneacteun Cemenkun E. C. n ero coaBTopbl CyLIECTBEHHO Pa3BUAM METOAbI afanTauumy napameTpos B

CTOXaCTUYECKUX anroputmax:’.

11 Antamoshkin A., Saraev V. On Definition of Informative Subsystem of Signs in the Pattern Recognition Problem / Computers and
Artificial Intelligence. 1985. T. 4, Ne 3. C. 245-252.

12 Antamoshkin A. N. Brainware for Searchal Pseudoboolean Optimization / Transactions of the Tenth Prague Conference:
Information Theory, Statistical Decision Functions, Random Processes held at Prague. 10A. Springer, 1987. C. 203-206.

13 AuTamowkuH A. H., Kazsakosuyes J1. A. MeTog namensirownxcs sepositHoctenn / [pobnemel cnyyanHoro novcka. Bein. 11. Pura :
3uHaTHe, 1988. C. 26-34.

14 AHTamowkuH A. H., Kazakosues JI. A. [lpumeHeHne MeTooa N3MEHSIOLWMNXCA BEPOSATHOCTEN OIS 3a4a4Y ONTMMAaJIbHOro

pa3MmelleHns Ha cetn / BectHuk Cnbumpckoro rocygapcTtBeHHOro aspoKOCMUYECKOro YHUBeEpcuTeTa um. akagemuka M. ®. PewweTHeBa.
2014. Bein. 57, Ne 5. C. 10-109.

15 Rechenberg I. Evolutionsstrategie: Optimierung technischer systeme nach prinzipien der biologischen evolution,
frommann—holzboog. 1973.

16 Schwefel H. P. Evolution and Optimum Seeking. 1995.

17 Cemerkur E. C., Cemenkuna O. 3., KopoberiHunkos C. 1. ApanTnBHbIE NONCKOBbIE METOAbLI ONTUMMN3ALNN CAOXKHbBIX CUCTEM.
Cnbunpckunini MHCTUTYT BusHeca, ynpaBaeHus n ncuxonorum, 1996. 5/61



BeeaeHue (5/8) IIiTMO

CreneHb pa3paboTaHHOCTU TeMbl UCcnedoBaHUS

B HacTosiLee BpeMsi 3TO HanpaBJfieHWe aKTUBHO Pa3BUBAtOT:

e Autunos [1. C. n ero coastopbi'®, Doerr B., Doerr C. n ux coastopbit?

pe3ynbTaTbl Ha MPOCThLIX 32/a4aX;
® CemeHkuH E. C. n ero coasTopsl
CKpeLLMBaHNS;
* EpemeeB A. B. 1 ero coaBTopbl®> — paclunpsieTcs CnekTp npakTuyeckux npunoxennii. Msyuyensol
ocobeHHOCTU YacTHbIX cnydaeB 3agadn MUITIO n noxoxux 3agay, a TakKe NpeasoXeHbl MeETOAbI UX
peweHus.

. MOJTYHEHbI TEOPETUHECKINE

20’21’22Z NMPEANOXEHDbI HOBbIE METOLAbI aganTaunm MyTaunm n

3

18Ani:ipov D., Buzdalov M., Doerr B. Lazy parameter tuning and control: choosing all parameters randomly from a power-law
distribution / Proceedings of the Genetic and Evolutionary Computation Conference. 2021. C. 1115-1123.

19 Doerr B., Doerr C. Theory of parameter control for discrete black-box optimization: Provable performance gains through dynamic
parameter choices / Theory of Evolutionary Computation: Recent Developments in Discrete Optimization. 2020. C. 271-321.

20 Cemenkun E. C., Cemenkuna M. E. CamokoHdurypurpyembie 3BOSOLNOHHbIE aJIFTOPUTMbI MOAENINPOBAHUS U ONTUMMN3ALNN.
MarHuTtoropcknn gom nedaTtun, 2014.

21Stanovov V., Semenkin E. Success Rate Based Scaling Factor Adaptation in Dual-Population / Metaheuristics and Nature Inspired
Computing (META). 2024. C. 142-157.

22 LllepctHes 1. A., Cemenkun E. C. SelfCSHAGA: camokoHpurypnpyembiii reHeTUHeCKNii aJiropuTM onTUMM3auum c aganTtaumen Ha
ocHoBe uctopuu ycnexa / BectHnk MockoBckoro rocygapcTBeHHOro TexHmnyeckoro yHusepcuteta um. H. D. Baymana. Cepus

«lMpubopocTpoerHnes. 2025. Bein. 151, Ne 2. C. 122-139.

23 Fremeev A., Reeves C. R. Non-parametric estimation of properties of combinatorial landscapes / Workshops on Applications of
Evolutionary Computation. Springer. 2002. C. 31-40; Eremeev A. V., Kovalenko Y. V. A memetic algorithm with optimal
recombination for the asymmetric travelling salesman problem / Memetic Computing. 2020. T. 12, Ne 1. C. 23-36. 6/61



Beeaenune (6/8)

OrpaHnyeHuns cyLwlecTBYOLWNX METOA0B

® PazpbiB MeXxay TEOPUEN 1 CNOXHLIMIY 3a[2a4aMi: CTPOrne pesyabTaTbl HaCTO MOAYYEHbl Ha YNPOLWEHHbIX
MOAENSX, a DbICTpoAencTBE METOAOB afanTaLumn HA PYHKLUUAX C MHOXKECTBOM JI0KaIbHbIX ONTUMYMOB,
KOTOpPbI€ YacTO BCTPEYaAlOTCA B NPUKJAAAHbIX 3a4a4ax, U3y4eHa CyLIeCTBEHHO cnabee.

® MacwTabupyemocTb npu mManom broj)xeTe: MeTodaM aganTauun NapamMeTpoB HY>KHbl BPEMS U JaHHbIE,
4TOObI 3(PPEKTUBHO KOPPEKTMPOBATL 3HaYeHUst napameTpoB. OgHaKo Npu OrpaHNYEHHOM YUCE
nTepaunii B BbiICOKOMNapaaienbHoli cpeae ahdekT MOXKET ObiTb ClabbiM, a HaknadHble pacxodbl U3-3a
HEONTUMAaIbHOW aganTaunn CTAaHOBATCS KPUTUYHBIMU.

® Creuncnka 33434 NHMOOPMALVOHHO-BLIYNCANTENBHbLIX NMPOLIECCOB: OFPAHUYEHUs!, CMeLlaHHas Npupoaa
NepeMeHHbIX U TpeboBaHMe ObICTPO NoNy4YaTb pelleHnst BbICOKOro kadectsa. B 3agave MUIIO
a/iropuTM paboTaeT B BbICOKOMapasesibHON cpefe Npu MasioM YuUcie ntepauunii CTOXaCTUYeCKoro
anroputma. B TakoM pexume DONbLIMHCTBO N3BECTHbLIX METOMAOB afanTaLUun He pacCHYMTaHbl Ha
buicTpyto paboTy. [o3ToMy HyXHbI cneuunanusnposaHHbie MeToabl. Komnauus VeeRoute?*
3aMHTEpPecoBaHa B X pa3paboTKe 1 BHEAPEHUMN.

Heobxoanmo pa3paboTaTb HOBblE MeTOAbLI ajganTauuy NapaMeTpoB, KOToOpbLlie paboTaroT npwu
OrpaHN4eHHOM BbIYNCNINTENBHOM DOg>KeTe U NEPEHOCATCS Ha NPUKIagHble 3agaayn
MH(POPMALMOHHO-BbIYUCINTESIbHBIX NPOL,ECCOB.

24poccniickas kKoMnaHus, nosnyunoHupylowas cebs kak niaatcgpopma KombuHaTopHoli onTumMmnsauyumnm https://veeroute.ru/ 7/61
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Beeaenune (7/8) IIiTMO

Llenb nccnegoBaHnsa v coorseTrcrBue nNacnopry

Llenb nccnepoBaHus

lLlenbto nccnenoBaHns ABASAETCA NOBbILWIEHNE OLICTPOAENCTBUS 3BOTIOLLMOHHbIX aJITOPUTMOB I
anroputmoB baiiecoBckoin onTumMmnsaumm npu peLlieHn KpynHoMacluTabHbix 3aga4 KOMOMHATOpHON
(B TOM 4ucne nceenobynesoii) 1 BELLECTBEHHO3HAYHOW ONTUMUN3ALLUN B YCNOBUSIX OFPAHNYEHHbIX
BblYNC/INTE/IbHbIX PECYPCOB 32 CYET MCMOJb30BaHUS aganTauun NapamMeTpoB B YKa3aHHbIX
anropuTmax.

y
CooTBeTcTBUE MNacrnopTy CcneynmajbHOCTN

HunccepTauna cooTBeTCTBYET NEPBOMY NMYHKTY nacrnopTta cneumanbHocTy 2.3.8: PaszpaboTtka
KOMMbIOTEPHbIX METOAOB N MOAEJIEN ONUCAHUS, OLUEHKN U ONTUMM3ALNN UH(DOPMALLMOHHbIX
NPOLLECCOB 11 PECYPCOB, a TaKXXE CPeACTB aHaJIN3a U BbISIBJIEHUS 3aKOHOMEPHOCTEN Ha OCHOBE ODOMeHa
nHdopMaLlneli NoNbL30BATENSIMU U BO3MOXHOCTEN MCNONb3YEMOro NporpamMmMHoO-annapaTHOro
obecrieverHns . PaspaboTaHHble B AnccepTauum MeToabl HanpaBJieHbl HA ONTUMMN3ALUIO
NH(POPMALNOHHO-BbLIYNCIUTESIbHbIX NPOLLECCOB MO KPUTEPUIO, 3a4aBAEMOMY LIENEBOI (DYHKLMENR,
onpeaenéHHOl Ha MHOXECTBE BO3MOXXHbIX MapaMeTPOB 3TUX MPOLECCOB. DTO AOCTUraeTcs Yepes
MPUMEHEHME CTOXaCTUYECKUX aNropuTMOB C afanTaumneli napaMeTpoB.
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BeeneHue (8/8)

Ilopo>xHast kKapTa nccaegoBaHus

[MepBLIi MmeTOf,

MeTtog apanTauuu BepositHOoCcTM myTtauum B (1 + \)-DA, no3sonsowmii
NOBbLICUTb ObICTPOAECTBME YKA3aHHbIX aJIFTOPUTMOB NPU HanAU4Um A
napasijieNibHbiX BblHUCAUTENEN.

2 b
10| 1 Lo
¢
0.8 —> /
101 S{OO
0.6 i
o o p
0.4 e
10° ® 'j‘ B
0.2 o ' I
| ° @ s | ©
= R = Z
—1 | 0
07 [Mpumep npuno>xxeHuns :
o ApanTayns napameTpoB C UC- T -

BTOpOV] MeTo NOJIb3OBAHNEM HENPOHHOW ceTu petTun MmetTon
MeTon, no3Bonswowmin npudnun- ANA pelleHns 3afayn Maplupy- Meton bBaitecoBckon onTtumwusa-
XKEHHO BbIYUCAUTL MaKCUMaJsibHOe [12atim € ?\;‘}Z'}'{"ge'mm” - uuKn, nossonsiownn  sddekTrB-
BO3MOXHOe yckopeHue B (1 + \)- ' HO pewaTb 3ajavyyM BeLLeCTBEH-
SA npu apgantauun BEpPOSITHOCTWU HO3HAYHOW ONTMMU3ALUUN MYSIbTU-
MYTaUUW 1N HaAN4YUKM \ Nnapannens- MOJA/IbHbIX, MHOroMepHbIX OYHK-
HbIX BbIYNCNTENEN. LU NpW OrpaHWYEHHbIX BbIYUCIN-

TeNbHbIX pecypcax.
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[lepBoe nonoxxeHune, BblIHOCMMOE Ha 3awuTty (1/12)

DopmynnpoBKa NOJIOXKEHUS

MeToa apganTaumm NOKOMMOHEHTHOW BeposiTHOCTU MyTauum B (1 4 \)-3BONIOLMOHHBIX aNropuTmax,
He TpebyroLwnii NpeaBapuUTENbHOW HAaCTPOWKK MapamMeTpPoB, OTANYAIOLNIACA TEM, YTO C LIENbIO
NOBbILLIEHUS DbICTPOAENCTBNSA YKa3aHHbIX aAroOpuTMOB 1 obecnevyeHnst aBTOMaTUYECKON
KOPPEKTUPOBKN HUXKHEW FPaHNLbl BEPOATHOCTU MYTALMM KOMMNOHEHT NOTOMKOB, UCMOJIb3YETCS
MEXaHN3M KOJINIEKTUBHOrO OTOOPA Ha OCHOBE XapaKTEPUCTUK MONYYEHHBIX MOTOMKOB.

o MepsBbIii meToOpf

° ° MeTog apantauun BepositHocTn mytauum B (1 + A)-DA, no3sonsiowmii
° MOBbLICUTb DbICTPOAENCTBME YKa3aHHbIX aJiIfOPUTMOB MPY HaUYUU A
napanfenbHblX BblHUCINTENEN.
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[lepBoe nono>keHue, BbIHOCMMOE Ha 3awwnTy (2/12)

Llenb npegnaraemon agantayunn napamMeTpos

® Paccmatpusatotcs (1 + A)-agontoupmontble anroputmbl ((1 + A)-2A)
onst ncespobynesbix 3agady f : {0,1}" — R.
® |Ix ObiCcTpoAelicTBIE CYLLECTBEHHO 3aBUCUT OT BEPOSATHOCTM
myTaumm p'Y) u, 0cobeHHO, OT HUXHeli rpaHULbI pggn:
® Ha paHHUX CTagusIX Hy>xHa bonbwas MyTauus (rnobanbHbIii

NOVCK);
® ONMXKE K JIOKAJIbHOMY ONTUMYMY BbIFO4HA Masiasi MyTauus

(nokanbHeIli nouck), uorga ptt) < 1/n.
® [Ipobnema: PUKCUPoBaHHAA HUXKHAS FPAHULA Pmin TPEOYyeT
pyqHoro Bbibopa (Hanpumep, 1/n npotus 1/n?). OHa no-pasHomy MpuUMep aAANTALAN BEPOATHOCT
BINSIET Ha ObicTpogeiicTBue (1 4+ A\)-DA npu pasnuyHbiXx A U B MyTaLu
Pa3HbIX pa3ax MoOUCKa.

lllll

: Big mutation rate p

[MoBbicnTb bbicTpoaeiicTeue (1 + A)-IA n obecne4ynTs aganTauuio NnapaMmeTpos p(t),pgn.
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[lepBoe nono>keHue, BbiIHOCUMOe Ha 3awunTy (3/12) lIiTMO

MaTtemaTnyeckas noctaHOBKa U Lenb agantaunm

e 3apauva: makcumusmposats f : {0,1}" — R, HaliTu [PO,EI,VITeﬂb 2 (1) J
x* € argmax f(x).
® (14 X\)-2A xpaHuT pogutens () 1 reHepmpyeT A NOTOMKOB i
y&D o y(BN) myTauueii pogutenst ¢ napamerpom pt). [ \ |
® HoBblii poguTenb BbIOMpaeTcs Kak ‘ 0 ‘ 1 ‘ ‘ 0 ‘ ‘
T >|-|OBTOp$|eTC$I
t t,1 £,
argnmnc{j(aﬁ)),f(y(’))V..,f(y(’))}. A pas
MyTauns ¢ BeposiTHOCTbLIO,
3aBucsieli ot napametpa p't) )
* Bpems ontummusauyum: . )
T:min{tZO‘w(t):w*}. , l \
Bbibop Hosoro pogntens x(t) un
t
®* Llenb agantaynm napameTpos: obrosnenne napamerpos pl*), pﬁnin
min ]E[T] npw p(t) c [p(t) pmax] Cxema ogHoii ntepauyum B (1 + \)-DA, ncnonesyowem
min’ ! () (®)
aganTayuto napameTpoB p -/, p !

min

(t)

min-

rae agantupytortcst napametpst p(t) n p

12/61



[lepBoe nono>keHune, BblIHOCUMOe Ha 3awnTy (4/12) IIiTMO

AHanorun peweHuns 3agadn agantauum napamMmeTposB

e CraTuyeckas BeposaTHOCTb MyTauum: anroput™ (1 + A\)-DA ncnonbsyeT pUKCMPOBaHHYO BEPOATHOCTD
myTaumn p*). OgHako 3To TpebyeT pyyHoro Bbibopa plt) u He yuuTbIBaET nepexos oT rnobanbHOro noncka K
NOKaNbHOMY?>.

e Apantauyuns npasunom "opgHoin narton": ncnonb3lyercs NpaBuaO OAHOWN NATOW AN OOHOBNEHUS

napameTpa p(t) — MONYNSIPHbLIA NPeACTaBUTENb KIACCUYECKUX MeTO4OoB ajanTaunmn®.

®* ApanTtauusi BEPOATHOCTM MyTauum MeTonom 2-rate: metog 2-rate ncnonbsyet p/2 n 2p fns nNosOBUH
NonynsuMmn Ha Kaxxgol ntepauun?’. snoxen nogpobHee panee.

® Apantaums BEpPOATHOCTM MyTauuu metogom 3-rate n (A, b): pacwupeHus metoga 2-rate,

npeAcTaBJ/IEHHbIE B OAHOW N TOW >Ke paGOTeZS.

e Apantauuna BepostHocTu myTauun metogom HQEA: npumeHeHne obyyeHus c nogkpensieHnem Ans

aanTaynmn BEPOATHOCTUN MYyTaLN VI29.

25 Doerr B., Doerr C., Ebel F. Tight bounds for mutation-based evolutionary algorithms / Proceedings of the 2015 Annual
Conference on Genetic and Evolutionary Computation. ACM, 2015. C. 1439-1446.

26 Rechenberg I. Evolutionsstrategie: Optimierung technischer systeme nach prinzipien der biologischen evolution,
frommann—holzboog. 1973.

27 Doerr B., GieBen C., Witt C., Yang J. The (1 + X\) evolutionary algorithm with self-adjusting mutation rate / Proceedings of the
Genetic and Evolutionary Computation Conference. ACM, 2017. C. 1351-1358.

28 Rodionova A., Antonov K., Buzdalova A., Doerr C. Offspring population size matters when comparing evolutionary algorithms with
self-adjusting mutation rates / Proceedings of the Genetic and Evolutionary Computation Conference. 2019. C. 855-863.

29 Buzdalova A., Doerr C., Rodionova A. Hybridizing the 1/5-th success rule with Q-learning for controlling the mutation rate of an
evolutionary algorithm / Parallel Problem Solving from Nature — PPSN XVI. 2020. C. 485-499, 13/61



[lepBoe nono>xeHwne, BbiHOCMMOE Ha 3awumTy (5/12)

[MpoTtoTnn: metop 2-rate B (1 + )\)-2A

30

MeTog, 2-rate (npoTtoTun)

[ Poantens x(t) J

® [lonoBMHa NOTOMKOB reHEpPUPYETCS C / \

BEPOATHOCTBIO p(t)/2, NOJIOBUHA C 2p(t)_ MyTaumsa A/2 notomkoB || MyTauusi A\/2 notomkos
NCNosb3ys p(t)/2 NCNONb3YS 2p(t)

Ha kaxkgon ntepauun:

® [lapameTp myTauuu pt) obHoBAsIETCS

TEM NMapaMeTpoOM, KOTOPbIi Obin y \ /

MNONOBUHDBI C JIYHLUNM PELUEHNEM.

y Buibop Hosoro poanTens x(t) u
obHoeseHve napameTpa pt) > pin.

[lpn aTOM 3HaYeHne Pmin PUKCMpoBaHo.
\, y

® Metog 2-rate (1/n) ncnonssyet pmin = 1/n.

2 _ 2
® Metog 2-rate (1/n°) ucnonbsyet puin = 1/n°. Cxema ommoit nepatmn (1 | A)-DA, ncnonwsytowero
MeTopn 2-rate gns apanTtaunun p(t)
* HEJJ,OCTaTOK: 3HA4Y€HWNE Dmin CUJIBHO BJINAET HA

buicTpogeiicTme anroputmast.

30 Doerr B., GieBen C., Witt C., Yang J. The (1 + A) Evolutionary Algorithm with Self-Adjusting Mutation Rate / Algorithmica.
2019. T. 81, Ne 2. C. 593-631.

31 Rodionova A., Antonov K., Buzdalova A., Doerr C. Offspring population size matters when comparing evolutionary algorithms with
self-adjusting mutation rates / Proceedings of the Genetic and Evolutionary Computation Conference. 2019. C. 855-863.



[lepBoe nono>keHue, BbiIHOCMMOE Ha 3awwunTy (6/12)
Y10 ynydywaem B nporotmne

HepocTtaTok npoToTtuna 2-rate

—e— 2-rate (1/n) —®— 2-rate (1/n?)

O t oo — o 4 . 6 )
Naxxe npu ygadHoi agantauum ptt) ocTaércs pyyHOl BbIGOP HVKHENR TPaHMLbl Pumin, §210 ‘ _
KOTOpas: =
=
® [0/>KHA ObITb JOCTAaTOYHO MaJsiol ANS IOKAJIbHOrO MOWCKA; S1) X
g
® He JO/KHA NYCKaTb aJifOPUTM B JIOKAJIbHbIA MOUCK CIULLIKOM PaHo. %
=0 | | i
Hanpumep: N 500 1,000 1,500
. 37 g best-so-far f(x)
HokazaHo>?, 4yto 2-rate (1/n) acumnToTnyecku aydwmnii Ha ONEMAX. . A=10, n =150
e QOgpHako 2-rate (1/n?) okasbiBaetcs ny4uie Ha LEADINGONES. Cpaswenme 2-rate (1/n) u 2-rate

(1/n?) na sapade LEADINGONES

[lprHUMN ynyyweHns

(t)

MonuxaTs p, & oT 1/n k 1/n? no koNnnekTUBHOM MH(OPMALMM O NOTOMKAX TEKYLLNX NOKOJEHWA.

32 Doerr B., GieBen C., Witt C., Yang J. The (1 + A) evolutionary algorithm with self-adjusting mutation rate / Proceedings of the
Genetic and Evolutionary Computation Conference. ACM, 2017. C. 1351-1358.



[lepBoe nono>xxeHune, BblIHOCMMOE Ha 3awuTy (7/12)

Onucanne npegnoXXeHHOro mMeToaa
[pegnaraemsblii meTog 2-rate (voting): (Posrrens 2 |

1. Jenenne Ha age rpynnbi v

1. TloToMKN pensaATcsa Ha ABe rpynnbl: OAHA MYTUPYETCS C [ ]}B
myTauus ptt) /2 myTayus 2plt A NOTOMKOB

seposiTHocTbio ptt) /2, npyras ¢ BeposiTHocTbiO 2pt). /

2. Y4acTBylOT B FoJI0OCOBaHUN TOSIbKO NOTOMKM
y(t9) takue, yto f(yBD) > f(x®)

2. y‘-IaCTByI-OT B NrOJIOCOBAHUN TOJIBKO TE€ NMNOTOMKW, KOTOPbIE
MPEBOCXOOAT poaAnNTENA NO 3HAHEHUNIO beHKLI,VIVI.

)

Y
[ 3. Moac4éT ronocos ]

3. Ons kaxmol rpynnbl NOACHNTBLIBAETCS YUCNO «TOJIOCOBY 3a
COOTBETCTBYIOLLYIO BEPOSITHOCTb. l

vy 3a p® /2, vp 3a 2p®), cnt = v + vy

4. Ecnun 6oNbWIMHCTBO FOJIOCOB 33 MEHbLUYIO BEPOATHOCTb U
BbINOJIHEH MOPOr KBOPYMA, TO HUXKHSASA rpaHMLUa BEPOATHOCTHU
MYTALMN NOHNXKAETCH.

4. KonnektusHsbiiti oT6op

v
Ysyg
cnt

A cnt > quorum

pg;l) <+ max(k pgzn, Prin) (a) kak y sydiero notomka
nan

5. 3nayvenune p*) obHOBASIETCH MO OAHOMY U3 ABYX CLieHapueB: Anbo
Y, cnyuaiino: p(t) /2 nubo 2p(t)
KaK y Nyyliero notomka, nnbo cayuaiino (pt*) /2 uan 2p). . et 2

6. Pamku ans HuXXHel rpaHuubl
t+1
p(t+1) € [pfn;: ): pmax]

[I'Ionvmvnb HUXXHIOI0 rpan—mu,y] 5. O6HoBuUTL p(t+1)
(b

6. [lpoBoANTCA KOHTPOSb, YTODLI p(t) OCTaBaJjlaCb B npefesiax Mexay
PUKCUPOBAHHBIMUN HVXKHEW U BEPXHEWN rpaHULaMMN.

\ 4

7. Apantauus p(t): BbICOKOE 3HaYeHMe B Ha4ale,
HU3KOE MNPV JIOKaJIbHOM MOVCKe

7. DTO no3sonser d0adnNTNPOBATb BEPOATHOCTb MYyTAaUNKN. BblICOKAA B
Ha4asl€, HN3KaA NMpn JIOKaJIibHOM MOWNCKE.
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[lepBoe nono>keHue, BbiIHOCMMOE Ha 3awwunTy (8/12)

OnpegeneHnst TectoBbixX PyHKLWNA

1. Wcnonb3osaHbl knaccuyeckune dpyHkumn ONEMAX, LEADINGONES33.

2. N3 W-MODEL>* BbibpaHbl dyHkumn PLATEAU n RUGGEDNESS NOCKOJIbKY OHU COAep»aT CBOMCTBA
sagaun MUITO 3%,

* OneMax * Plateau
ONMax(z) = 3 ;. I Cn], I| =0.9n], PLATEAU(z) = z;x]
je

®* Ruggedness

~/

® LeadingOnes

n i \;/ 10 ,
LEADINGONES(x) = ;. : 5
i=1 j=1 2 4
@)
@)
-] 0 ‘ | : | : | : | : >
= T 9 4 6 8 10

ONEMAX ()

33 Doerr C., Ye F., Horesh N., Wang H., Shir O. M., Back T. Benchmarking discrete optimization heuristics with |IOHprofiler /
Proceedings of the Genetic and Evolutionary Computation Conference Companion. 2019. C. 1798-1806.

34 Weise T., Wu Z. Difficult features of combinatorial optimization problems and the tunable w-model benchmark problem for
simulating them / Proceedings of the Genetic and Evolutionary Computation Conference Companion. 2018. C. 1769-1776.

35 Tayarani-N M.-H., Priigel-Bennett A. An analysis of the fitness landscape of travelling salesman problem / Evolutionary
computation. 2016. T. 24, Ne 2. C. 347-384.
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[lepBoe nono>xxeHune, BblIHOCMMOE Ha 3awuTty (9/12)

JkcnepunmeHTbl Ha LeadingOnes

—o— 2-rate (1/n) —#— 2-rate (1/n°) —®— 2-rate (voting)

10° .10 .10
2 B | |

O | | | O | | || | | |
200 400 500 1,000 1,500 1,000 2,000 3,000
best-so-far f(x) best-so-far f(x) best-so-far f(x)
(a) A=15, n=>500 (b) A =10, n = 1500 (¢) A =16, n = 2000

|
S N &~ O o0
|

function evaluations
.
|

MokasaHo, ckosnibko BblYMceHnii yenesoli dhyHkummn (ocb Y') TpebyeTcs ons [OCTUIXXEHUS 3agaHHOro kadectsa peweHus (oce X))

[MpennoxeHHblii MeTog 2-rate (voting) ObicTpee oboux nNpoTOTUNOB AOCTUrAET NHOOOrO
YPOBHSI Ka4eCTBa peLUeHNs.

18/61



[lepBoe nonoxkeHune, BblIHOCMMOe Ha 3awuTty (10/12)

IkcnepumMmeHTbl Ha OneMax

function evaluations
= C R IC

—o— 2-rate (1/n) —®— 2-rate (1/n°) —@— 2-rate (voting)

6-10°

best-so-far f(x)

8.10°

104

(a) A =10, n = 10,000

S = N W

.10°

.10

6-10° 8-10°

best-so-far f(x)

104

(b) A = 50, n = 10,000

6-10°

best-so-far f(x)
(c) A =800, n = 10,000

8.10°

104

MokazaHo, ckonbko BblHuceHuii uenesoii coyHkuum (ocb Y') TpebyeTcsi Ansi 4OCTUIXKEHNST 3afaHHOro KadectBa pewueHuns (ocb X)

[pepnnoxeHHblii meTog 2-rate (voting) He yxyawaet paboty 2-rate (1/n) Ha ONEMAX.
19/61



[lepBoe nonoxxkeHune, BblIHOCMMOE Ha 3awuTty (11/12)

JkcnepumeHTbl Ha W-Model

—e— 2-rate (1/n) —®— 2-rate (1/n”) —®— 2-rate (voting)

900* | | —— 2;104 |
— .,.:./':’E’z‘:‘ 2
s 9
& 800 -+
3 =
S 700 15 1
= 8
3600* *g

=
500 | | — O |

2.10°
function evaluations

(a) RUGGEDNESS

6-10° 10°

|
600 800
best-so-far f(x)

(b) PLATEAU

[IpefnoXxxeHHbIi MeTOA HE3HAYMTENBHO yxyalwaeT 2-rate (1/n) Ha RUGGEDNESS u
He3HaunTenbHo ynydwaeT 2-rate (1/n?) Ha PLATEAU gna A\ = 10,n = 1000. Ognako ans
bonbwmnx A meToa He npesocxoanT 2-rate (1/n) Ha RUGGEDNESS u 2-rate (1/n?) Ha
PLATEAU.
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[lepBoe nono>keHune, BblIHOCMMOe Ha 3awmnTy (12/12) IIiTMO

BbiBoabl, nyonnkaunm v nnYHbIA BKAA,

Pa3paboTtaH meTop ajantauuy NMOKOMMOHEHTHON BeposiTHOCTM MmyTauum B (1 4+ A)-3BOMOUMOHHBLIX afirOpUTMax, He Tpe-
oytowwmii npeaBapuTESibHOR HAaCTPOWKN NapamMeTpoB, NO3BONSAIOLLNA NOBLICUTL DLICTPOAENCTBME YKA3aHHBIX aITOPUTMOB U
obecne4ynTb aBTOMATUYECKYIO KOPPEKTUPOBKY HUXKHENR rpaHuLbl BEPOSTHOCTU MYyTaL .

OTkpbiTas peanusayus.
Penosutopuii Ha GitHub https://github.com/AntKirill/self-adaptive-mutation-ea

Pe3ynbtaTbl oNnyd/iMkoBaHbI B:

1. Rodionova A., Antonov K., Buzdalova A., Doerr C. Offspring population size matters when comparing evolutionary
algorithms with self-adjusting mutation rates / Proceedings of the Genetic and Evolutionary Computation Conference.

2019. C. 855-863.4

2. Antonov K., Buzdalova A., Doerr C. Mutation Rate Control in the (1 4+ A) Evolutionary Algorithm with a
Self-adjusting Lower Bound / International Conference on Mathematical Optimization Theory and Operations
Research. Springer, 2020. C. 305-319.

JIn4yHbIn BKNAfd.

1. B nybavkauunm [1] aBTOp pa3spaboTan n 3KCNepuMeHTaNbHO NCCEROBaN MeToh 3-rate U BAMSIHUE HVXKHEN rpaHnLb
BeposiTHocTn myTauuu (40-50% Bknaga).

2. B nybaukauyunn [2] aBTOp paspaboTtan npeasioxeHHblli METOL C afanTauneli HYXKHER FrpaHuLLbl BEPOSITHOCTM MyTauuu,
peann3oBan NPOrpaMMHbIE SKCNEPUMEHTbI, MPOBEN TECTUPOBAHUE U BbIMOJIHWA aHANN3 NOJIYYEHHbIX PE3yNbTaTOB

okono 90-95% sknaga).
(

AScopus KOHbepeHUus ypoBHs A 21/61


https://github.com/AntKirill/self-adaptive-mutation-ea

Btopoe nonoxeHwune, BbiHocumoe Ha 3awuTty (1/10)

DopmynnpoBKa NOJIOXKEHUS

MeTtoa oueHkm bbicTpogelicTers (1 + \)-3BONIOLMOHHBIX afIFOPUTMOB, MPUMEHUMbIX K NCEBAODYNEBbLIM
PYHKUNAM 1 UCMONBb3YHIOLWNX aganTaLUnto NOKOMMOHEHTHOW BEPOSATHOCTM MyTauuu, OTANYAOWMNIACA TEM, YTO
C UEeNblo NONYYEHNS YUCSIEHHBIX MPUDANIKEHUTT HUXKHUX OLIEHOK BPEMEHU PaboTbl YKa3aHHbIX aJirOPUTMOB [0
OOCTUXKEHUS ONTUMYMa Ha NPaAKTUYECKN 3HAYMMbIX PYHKLUUAX, A1 KOTOPbIX OTCYTCTBYIOT aHaJIMTUYECKME
HUXXHNE OLEHKWN, UCMOJIb3YETCA COYEeTaHME AMHAMUYECKOrO NMPOrpaMMUpPOBaAHUS 1
MoHTe-Kapno-mogennpoBaHus.

10%

10!

100

—1 N
10 0 20 40 60 80

Bropon metop
MeTton, no3sonswowmin npubnu-
>KEHHO BbIYUCINTH MaKCUMaJibHOE
BO3MOXHOoe yckopeHue B (1 + \)-
JA npu agantauun BEPOSAATHOCTU
MyTauuu 1 HanM4Yum A napanienb-
HbIX BbIYUCNUTENENA.
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BTtopoe nonoxkeHune, BbiHocumoe Ha 3awunty (2/10) |IiTMO

MaTtemaTnuyeckasi nOCTaHOBKA U LeJIEBON KPUTEPUN

* Ontumuzaumsa: f: {0,1}" — R, HailiTu [ Poantens x(t) ]
x* € argmax f(x). ¢

°* Bpems ontumusayunn: . \
) (f, 2@ p1)), i=1,...,)
T:min{tZO‘w(t):w*}. Y Y p”) \
® LUenb: MMHUMN3NMPOBATL BPEMS ONTMMU3ALNN HA T > HOBTPPV'Tb
mHoxecTse dbyHkuuii C = {€’}, 3apaolmx aganTaumio ] ans e =1,...,A
BEPOSITHOCTU MYyTaLL: Kaxxabili out I/IHBepTI/I[()t};eTCSI
C BEPOSITHOCTbIO P )
T(f,o) = minE\T(f, o, ¢)]|. - g
T(f, ) min T(f )] ¢
e OTHOWeEHNEe 3KBNBAJIEHTHOCTU HA NMPOCTPAHCTBE Beibop Hosoro popuTens
(t+1) (t) (t,1) (£, )
nogmHoxxecTs pewwenuii {0,1}". NogMHoxecTBa v € argmax {f('V), f(y*"V),.. fy") ]
I,J C {0,1}"™ skBrNBaNeHTHbI, eCin HAAETCSA NepecTaHOBKa *
7 J — J Takasi, uto V), 2®) ¢ [ Vy € J: A
AanTtauus napameTpa
Ple/(f,2",p) =y] = P[a/(f,2,p) = n(y)]. [ pUFD — (f(a ), n) ]

Cxema ogHoii ntepauum B (1 + M\)-DA, ncnonbsyrowem agantaumo

napamerpa p(* 23/61



Btopoe nonoxevwune, BbiHocnmoe Ha 3awuty (3/10) lIiTMO

AHanoru: Kak oLeHnBatloT BpemMmsi paboTtbl DA

* Ananutuyeckme oueHkn. Metogbl obecneynBaloT NosyyYeHne aCUMITOTUYECKNX OLLEHOK BESMYMHBI
T(f, /) npu noMoLm MaTeMaTNHECKOro aHann3a. AHaN3 UCMOb3yeT CBOWCTBA KOHKPETHbIX K/1acCOB
33Jay 1 pefko obobLiaeTcs Mexxay pasHbiMu Kiaccamus0:37.

* [MpumeHeHne auHaAMUYECKOro nporpammmpoBaHns. MeTtogbl YNCAeHHO NPUbANKAIOT OLEHKM
BennyuHel T'(f, o7), ncnonb3ys anHamu4deckoe nporpammuposaHme. [Npeanonaraercs, 4To BCe
BEPOSITHOCT MEPExXOOB U3BECTHbISS 3 P[y(t) — @/(f,a:(t),p(t))], vz 4yt e {0,1}7.

* Cumynauma paboTbl anropmtTma. 3anyckatoTcs aaroputm € pasHbiMU PyHKUUAMN €, 3a4atoW My
aganTtaumo*® 4. Mpumenumsl ans scex byHKUNA, HO NONYYAIOT HEAOCTAaTOYHO TOYHbIE MPUBANKEHNS

I(f, ).

36 B5ttcher S., Doerr B., Neumann F. Optimal fixed and adaptive mutation rates for the LeadingOnes problem / International
Conference on Parallel Problem Solving from Nature. Springer, 2010. C. 1-10.

37 Doerr B., Doerr C., Ebel F. Tight bounds for mutation-based evolutionary algorithms / Proceedings of the 2015 Annual
Conference on Genetic and Evolutionary Computation. ACM, 2015. C. 1439-1446.

38 Buskulic N., Doerr C. Maximizing drift is not optimal for solving OneMax / Proceedings of the Genetic and Evolutionary
Computation Conference Companion. 2019. C. 425-426.

39 Buzdalov M., Doerr C. Optimal Mutation Rates for the EA on OneMax / International Conference on Parallel Problem Solving
from Nature. Springer, 2020. C. 574-587.

40 tjansen M., Auger A., Finck S., Ros R. Real-parameter black-box optimization benchmarking 2010: Experimental setup /
Proceedings of the 12th annual conference companion on Genetic and evolutionary computation. 2010. C. 1447-1452.

41 Doerr C., Ye F., Horesh N., Wang H., Shir O. M., Bick T. Benchmarking discrete optimization heuristics with |IOHprofiler /
Proceedings of the Genetic and Evolutionary Computation Conference Companion. 2019. C. 1798-1806. 24/61



BTtopoe nonoxxeHune, BbiHocumoe Ha 3awunty (4/10)

[lpoTOoTKN N ero orpaHn4yeHns

® [lpoToTun: npuMeHeHne ANHAMUYECKOrO MPOrpPaMMUPOBaHMS A NpubamxeHHoro eolducnenuns 1T'(f, of ).

® HepocrtaTkm:

1. Tlpeanono)xeHne o TOM, YTO BEPOATHOCTU NEPEXOAOB AOJIXKHbI ObITb N3BECTHbI, OrPAHNYNBAET
NPUMeEHEHNEe MeToda K 3ajJladaM, re aHaINMTUYECKUI BbIBOJ, 3TUX BEPOSATHOCTEN HEBO3MOXKEH.

2. MeTtop pa3spaboTaH gns 3agaun ONEMAX, rae Bce pellueHus co 3HadyeHuem ueneBoii pyHkuun U
NPUHAANeXaT OJHOMY KNaCCy SKBMBANEHTHOCTW. DTO He Tak, Hanpumep, Ha 3agade PLATEAU.

Uy Uy Un Uy Ui Un

TT-KJIacC TT-KJlacCC

[—=][=]
(=] [=]
(=] [=]
(=] [=]
(=][=]
==

=] =]
==

{0,1}" {0, 1}"
(a) Pa3bueHune Ha Knaccbl 3KBMBANEHTHOCTMU, (b) Bonee peanuctnyHoe pasbueHue Ha Kaccol
npeanonaraemMoe B NpoToTune skBuBaneHTHocT (PLATEAU)

PasbueHne npocrtpaHcTBa peweHnii Ha KAacCbl SKBUBAJIEHTHOCTN
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BTtopoe nonoxenwune, BbiHocumoe Ha 3awuty (5/10) lIiTMO
Y10 yny4dwiaem B NnpoTtoTUne U Kak 3To A0OCTUraeTcs

YHucneHHble 3HAYEHUS BepOFITHOCTeVI nepexogoB Mexay KjiaCCaMn s3KBUBAJIEHTHOCTN

Ona npubnuxerusi BeposiTHocTn nepexofos u3s knacca ¢ C {0,1}" B knacc j C {0,1}", obosHauvaemolii
KaK D; i, ucnonbsytorcs MonTte-Kapno-cumynsyun:

_ R 1
= S fapg®) [wei k=1 N}L By o= x> Hye )
yeP

|/|CI'IOJ'Ib3yeTCFI ANHAMWNYECKOE NMPOrpaMmmMmnpoBaHnE, YHNTbIBAOLWLEE HECKOJIBKO KJ1aCCOB

OKBUBAJIEHTHOCTN HAa OAHOM YPOBHE

Ins knacca ¢ Ha ypoBHe f npu OUKCUPOBaAHHOI BEPOATHOCTM MyTaLUN P:

T pzz ,p"_zp’b,] J>p+ Z p%]

jeUs JEU >+

roe Ur — MHOXXeCTBO KJ1accoB co 3HaveHuneM uenesoii dyHkumm f, U,~¢ — knaccel ¢ bonee BbICOKMX
ypoBHeii (ans Hux T yxe paccuuTah).
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Btopoe nonoxevwune, BbiHocnmoe Ha 3awuTty (6/10)

OnucaHne meTtopa

MeToa 4nCNeHHOro NpPUbANXKEHUST HYXKHER TpaHunLbl BpemeHu pabotel ans (14 A\)-2A ¢ ucnonb3sosaHvem
MoHTe-Kapno-momennpoBaHus n ANHaAMUYECKOro NPOrpaMMmnpoOBaHNS:

1. [inst KaXporo yposHs Lenesoil OyHKLnM NepebnpaoTcsi BOSMOXHbIE 3HAHEHUS! BEPOSITHOCTY
f
myTauun € (£, 1) € {p( ) ...,pm)}

2. lNepexopHblie BEPOSTHOCTU P; ; MEXAY KJACCAMU PeLLEHUiA annpoKCUMUPYIOTCS METOAOM
MonTe-Kapno.

3. Vlcnonb3yetcsa AMHaMu4eckoe NporpaMMunpoBaHmME, YHUTbIBAIOLLEE HECKOIBKO K1aCCOB
35KBUBAJIEHTHOCTN HA ofHOM ypoBHe. COCTaBNSIETCS N PELLAETCS CUCTEMA NINMHEHbBIX YPaBHEHWI AN
BbIYNC/IEHNS OXKNAAEMOrO BPEMEHN JO AOCTUXKEHUSA onTumyMma 1;

( )

T pH p+zng jp T Z pz,j T

J€eUs JEU >+

/NG

J 1€Us

4. Ins Ka)xporo Knacca BbIOMpaeTcss BEPOATHOCTb MyTaLUM, MUHUMU3NPYIOLLAS OXKNAAEMOE BPEMS
[0 JOCTUXeHUs onTumyma: 1% <— min, (75 , ).

5. Metop Bo3spaliaet mHoxecta {71} ,},{T}.
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BTtopoe nonoxxeHune, BbiHocumoe Ha 3awuty (7/10)

JkcnepumeHT Ha Plateau

4 A < 102 1
| i
/N i =
& 9 .
- 0 10
< >
g 2t =
n
5 3 100
2014 ?—: 10
=
@)
Q
0 ' : : . : ' : —> 310_1
0 5) 10 15 20 0 20 40 60 80
Homep knacca aKBUBANIEHTHOCTU 2 Homep knacca 3KBMBANEHTHOCTU ¢
(a) NanawadT PLATEAU (b) TennoBas kapta ans PLATEAU

® Bu3yanusnpoBaHo MHOXeCTBO*? {T}; ,}, nony4eHHoe NpeANoXKEeHHbIM METOAOM Ha 3ajave PLATEAU.

® Xentbim LBETOM MOKA3dHbl JIyHWNE 3HAYEHNA BEPOATHOCTU MYyTaunnm, And Ka>Kgoro KiaacCca
SKBUBAJIEHTHOCTMW.

® [lo 3TuM TennoBbLIM KapTaMm CTaso BO3MOXHO aHaM3UPOBaTh METOAbI afanTaLny BEPOSTHOCTY
myTauuu B (1 + A)-DA Ha 3agave PLATEAU.

42 Buzdalov M., Doerr C. Optimal Mutation Rates for the EA on OneMax / International Conference on Parallel Problem Solving
from Nature. Springer, 2020. C. 574-587. 28/61



Btopoe nonoxenwune, BbilHocumoe Ha 3awuTty (8/10)

JkcnepumeHT Ha Ruggedness

Es < 0.8
5 I = 10! '
] 6 o
Z . 0-6_
m 4 | £ 10 ,p
O _ 5 0.4
g 2 : 101
e 'gi, 0.2

0 e L L B L 2 102 ’ 0

0 2 4 6 8 10 0 20 40 60 80
HoMep Knacca 3KBMBANEHTHOCTHU ¢ HoMep kfacca 3KBMBANEHTHOCTU ¢
(a) Nanawadt RUGGEDNESS (b) Tennosasa kapta a1 RUGGEDNESS

® BusyanmsmpoBaHO MHOXECTBO {Tj,p}, NONYyYEHHOE NPeasIOXKEHHbIM MeTOoAOM Ha 3agade RUGGEDNESS.

® AHanu3 CyLlecTBylOLMX METOA0B afganTauumn: kpacHblli — (A, b)*3, vepHblii — 2-rate (1/n)**.

43 Rodionova A., Antonov K., Buzdalova A., Doerr C. Offspring population size matters when comparing evolutionary algorithms with
self-adjusting mutation rates / Proceedings of the Genetic and Evolutionary Computation Conference. 2019. C. 855-863.

44 Doerr B., GieBen C., Witt C., Yang J. The (1 + X\) Evolutionary Algorithm with Self-Adjusting Mutation Rate / Algorithmica.
2019. T. 81, Ne 2. C. 593-631.
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BTtopoe nonoxenwune, BbiHocumoe Ha 3awuTty (9/10)

YucneHHble HU>XXHUMEe OLLeHKM

[lpoaHannsnposanbl  aHanoru —— (1 + A\) —=—2-rate —=— (A, b) —=— HQEA —+ HuxHsis oueHka I (f, )
N3 NEPBOrO MOJIOXKEHNSA, BbIHO- | : 102

CMMOrO Ha 3aLunTy. % 10° - -
¥ 107 ER :
(1 4+ X)-DA co cTaTuyeckoii & 106 | 1103 |
BEPOSATHOCTBLIO MyTaLUU p; S 10° & b %
= A : :
2-rate — MeToA, aganTaunm p; o 10% - |
,0) — METOA aganTauun p; T -
% 102 i | | |
HQEA — meTop a,EI,aI'|I;"aLI,VIVI D. % 51 93 95 N 9 1 03 05 o7 5
I(fv JZ%) — Z Q_nTz*' . A Pmin — 1/%2 A Pmin — 1/%2
icU (@) RUGGEDNESS (b) PraTeAU

CpaBHeHME HUXKHNX OLLEHOK 1 BpeMEH paboTbl anropntmMoB Ha RUGGEDNESS u PLATEAU npu pasHbix A

Pe3ynbTaThl aHanm3a

(1 4+ A)-2A co cTaTnyeckummn napameTpamm pabotaer 6J1M3KO K ONTUMaNbLHOMY Ha pyHKumn RUGGEDNESS. [pu 6onbLinx
A NPoaHaNM3npPoOBaHHbIE METOAbI aAanTaLUN OKa3bIBAOTCA HEAOCTATOYHO ObICTpbIMU Ha dyHKUMM PLATEAU.
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BTtopoe nonoxeHwne, BbiHocumoe Ha 3awuTty (10/10) "iTMO

BbiBoabl, nyonnkaunm v nnYHbIA BKAA,

Pa3paboTtaH metop oueHku bbicTpogeiicTeust (1 + \)-3BONOLMOHHBIX anropuTMOB C afjanTauueli nMoKoMmo-
HEHTHOW BEPOSATHOCTM MyTauuun Ha ocHoBe codeTaHuss MoHTe-Kapno-mogennpoBaHus n gUHaAMU4YeCKOro nNpo-
rPaMMunNpoOBaHNSA, KOTOPLI/i NO3BOMNA NOAYYaTh YUCAEHHbIE 3HAYEHUS NPUOSINXKEHNIA HUXKHUX OLIEHOK BPEMEHMU
PabOThbl YKa3aHHbIX aNropuTMOB [0 AOCTVXKEHWNS ONTUMYMa Ha MPAKTUYECKN 3HAYUMbIX PYHKLUSNAX.

OTkpbiTas peannsauyus.
Penosntopuii Ha GitHub https://github.com/AntKirill/ea/tree/cluster_experiments/

Pe3ynbTtatbl onybsinkoBaHbl B:

3. Antonov K., Buzdalov M., Buzdalova A., Doerr C. Blending Dynamic Programming with Monte Carlo
Simulation for Bounding the Running Time of Evolutionary Algorithms / IEEE Congress on Evolutionary
Computation (CEC). 2021. C. 878-885.%

JInuubin BkNap[,.

B nybaukauwnn [3] aBTop npoeén nccnegosaHne, paspabotan METOANKY CMELLINBAHNSA AUHAMUYECKOrO
nporpaMmumnpoBaHus ¢ mogenumposaHnem MoHTe-Kapno, peannsosan NporpaMMHbI€ SKCNEPUMEHTbI 1
BbINOJHWUA aHanm3 pe3synbtatos (okono 80-85% eknaga). CoaBTOpbI NPEsNOXKNAN ULEKD NPUMEHEHUS
AMHAMUYECKOro nporpaMmMupoBaHusi n cpopmyny nepexoga (okono 15-20% eknaga).

t!,I'Ipms 3a Jy4wyto cTathio (Scopus koHgepeHuusi yposHs B)
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TpeTbe nonoxxeHne, BblHOCMMOE Ha 3awuTy (1/14)

Tperbe nonoxxeHue: dopmyanpoBkKa

MeTon mHoromepHoli baliecoBckoit onTMn3auum ¢ NOHUXKEHUEM Pa3MEPHOCTU BELLLECTBEHHO3HAYHbIX OYHKLWA,
XapPaKTEPUIYIOWNXCA HAIMHNEM MHOXECTBA JIOKAJIbHbIX ONTUMYMOB, OTJNNYHAKOWNNCA TEM, HYTO C LESbIO
NOJIYYEHUS PELLUEHUI CO 3HAYEHUEM LENEBOW PYHKLUUN, DAN3KUM K ONTUMANBHOMY MPU OrpaHNYeHHbIX
BbIYNCANTESIbHbIX PeCypCax, OCYLLECTBISAETCA NOCTPOEHNE 1 YNpPaB/iEHNE HEMTMHENHBIM BEKTOPHbLIM
npeacTaB/IEHNEM TOYEK MHOTOMEPHOro NMPOCTPAHCTBA Ha OCHOBE AAA4EPHOro Npeobpa3oBaHUN C yHETOM
BECOB, ONnpeeasieMblX Mo HabAOAAEMbIM 3HAYEHNSM LIENEBOI (DYHKLNN.

I1

\ s v
.0"’ l ]R (C Z
®

TpeTunin metop
Meton bawnecosckon ontumusa-
uMn, no3BonAWUNNA SPPEKTUB-
HO pewaTb 3afaYn BELLECTBEH-
HO3HAYHOW ONTUMM3ALUN MYALTU-
MOZasbHbIX, MHOrOMEPHbIX YHK-
LUWIA NPU OrpaHUYEHHbIX BbIYUCIU-

TeNIbHbIX pecypcax. 32/6 ].




TpeTbe nono)xxeHne, BblIHOCMMOE Ha 3awuTy (2/14)

Kak paboTtaetr banecoBckas ontummnsauus

Baiiecoeckas ontumunzauus (BO)*°: T
DO = {2, fa®)}_,
1. Vununannsaums: BbiOpaTh HECKONBKO TOYEK ¢
1 t '
1) . 2 nocuntats f(x?). Mogens dyrrin
B p(f | DW)
2. Moctpouts mogens dyrkuuu p(f | DY) no paHHbIM |
(t) — (4) () )1t
D {(w af(m )) i=1" Cﬁ Acq-chyHrums
e - a(x | DY)
3. MocTpouTb pyHKLMIO NprnobpeTeHns (aHra. acquisition -
function) oz | D). Bygem ee HasbiBaTh % Y
ac -d) S: Cnepyowan To4ka
q-QYHKLUS. O w(t*1) = arg_max a(x | DY)
o z€[l,u
=i
4. BbibpaTb cnegytowyto TOYKy: : ' Beixoa
§_ T — arg min(B)
x, D
2D — arg max (e | DY), (| e gy o
€[l ul - ¢
| OGHOBUTL gaHHbIE

5. Mocuutate f(x*+Y), nobaBUTh B JaHHbIE N NOBTOPSTH DD = DO U {(2H+D),y (1)}

no brogxeta t = B.

45 jones D. R., Schonlau M., Welch W. J. Efficient Global Optimization of Expensive Black-Box Functions / Journal of Global
Optimization. 1998. T. 13, Ne 4. C. 455-492.
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TpeTbe noJjioxxkeHmne, BbIHOCMMOE Ha 3alnTy

Llenb nonoxxeHuns

® 5O nonyyaeT AOCTAaTOYHO TOUHbIE PELUEHUS MPU MaJIOM
brogykeTe BbIYUCAEHWUIA, HO MJIOXO MacLITabupyeTcs no

pa3mepHocTu?®.

® CnepoBaTeNibHO, ANt 3PPEKTUBHOro npumeHenns bO B
3a43a4ax BbICOKOW pa3MepHOCTU TpebyeTcs \fi
npeABapuTESibHOE CHUXKEHNE PAa3MEPHOCTUN 33434MN. S—

® PasmepHocTtu d > 20 y»xe cynTatoTcs 6ONbLLINMN. i
ol
W

)
A

® OcobeHHO cnoXkHa oNTUMU3aLUS MHOTOMEPHbLIX 1
MYNbTUMOAANBbHbLIX PYHKLUNIA, T.e. PYHKLUNA C
HECKOJIbKUMW JIOKAJIbHbIMU ONTUMYMaMu. Takue
PYHKLUN BCTPEYaAIOTCS, Hanpumep, npu oby4veHun

HelipOHHbIX ceTein*’.

Mpumep myneTumogansHonn doyHkumm f : X — R. Ha
° L',EJ'Ib NONOXKEHUS: COXPAHUTL TOYHOCTb 5O npw FrOPN30HTaJ/IbHOMN MJIOCKOCTN HaxoauTcs obnacTb
) onpegeneHust X. Kaxkgasi Todka ns atonn obnacrtwm
3a0aHHOM 4UCJsie BblHNCNEHNIN LENEBON dDyHKLI,I/II/I B MMeeT ABE KOMMOHEeHTbl & = (x1, x2). Mo
BLICOKUMX Pa3MEPHOCTSIX 3a CYBT apgantaumm BEPTUKAJIbHOWN OCK MOKa3aHO 3Ha4deHue pyHKUNN B
Ka>xgou n3 Todyek. bonee xonogHbIM LBEeTOM
napameTpos, 3aa10WnxX BeKTOpHOE npeancrasJjieHmne Noka3aHbl MeHbLLNE 3Ha4YeHus, a bonee TennbimM —

TOYEK B MPOCTPAHCTBE MEHbLUEN PA3MEPHOCTM. Gonewine sHaqeHuA.

46 Bl A. D. Convergence rates of efficient global optimization algorithms / Journal of Machine Learning Research. 2011. T. 12, Ne 10.

471i H., Xu Z., Taylor G., Studer C., Goldstein T. Visualizing the loss landscape of neural nets / Advances in neural information 34/61
processing systems. 2018. T. 31.



T peTbe nonoXkeHne, BblIHOCUMOe Ha 3awunty (4/14) IIiTMO

MaTtemaTnyeckas NnoCTtaHOBKA, KpUTeEpUin N LeNb

* OnTumusaums: MuHuMusnposatb f : RY — R Ha runepkybe

x c [l,u] C RY, x* € arg m[%n]f(w).
rc|l,u

* OrpaHu4eHune pecypcos: biogxeT B BbluucneHunii f(x) — ponyckaertcsi He bonee yem B
BblyMcaeHunii f(x).

e Kputepuin kadectsa npu pukcnposaHHoOM Drogxere:

) -

Z_:IE.i.I.l’B f(a:(i)), MUHUMU3NPOBATH E[f(i*)} .

® Llenb: aganTupoBaTb NapameTpbl, 3a4at0LNE NOHVXKEHNE PA3MEPHOCTU, YTOObI YMEHLLINTL
E[f(fc\*)} N TEM CaMbIM YCKOPUTb AOCTUXKEHUE ManbiX 3Ha4YeHuii f npu dpukcnposaHHom B.
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TpeTbe nonoxxeHne, BblHOCMMOEe Ha 3awuTy (5/14)

AHanorun

® Knaccmnyeckas BO (6e3 noHuxeHns pasmepHocTtu). Xopowwo pabotaer B Manbix d, HO Aerpagumpyet npu pocTe

pa3mepHocTu?e.

® [loHn>XeHue pa3mMmepHOCTN 4Yepe3 O0TOoOp nepemMeHHbIX. Hanpumep, npucBoeHne nepeMeHHbIM BECOB B 3aBMCUMOCTY

OT nXx BaxkHocTn??.

® [loHn>XeHue pa3mMepHOCTU 4Yepe3 aaanTuBHble modenu. [lpeanonaraercsi, 4To PYHKLNA MOXKET ObIThb

NpeACTaB/ieHa Kak CYyMMa MeHee CNoKHbIX dbyHKLmMiAY.

®* [loHn>xeHne pa3mepHOCTU 4Hepe3 MeTOoAbl BAOXKEHUS NPOCTPaHCTBA. [lpeagnonaraercs, 4To cywecTeyeT
HU3KOpPa3MepHOe NpeAcTaBiEHNE UCXOAHOIrO NPOCTPAHCTBA, B KOTOPOM OCHOBHAsi M3MEHYUBOCTb (OYHKL NN

COXPaHAETCA. Takne METOAbl NMO3BONAKT NMPUMEHATD BO He B NCXOOAHOM MPOCTPAHCTBE, a B €ro KOMMNAKTHON

npoekuunn®t.

¢ CMA-ES. CunbHbili 3BOIIOLNOHHBIA aNropnuTMm AN BELWECTBEHHOW ONTUMMU3ALUKN, HO 0DbIYHO TpebyeT DoMbLLEro

BrogKeTa BblYNCIEHN?.

48 j5nes D. R., Schonlau M., Welch W. J. Efficient Global Optimization of Expensive Black-Box Functions / Journal of Global
Optimization. 1998. T. 13, Ne 4. C. 455-492.

49 Ulmasov D., Baroukh C., Chachuat B., Deisenroth M. P., Misener R. Bayesian optimization with dimension scheduling: Application
to biological systems / Computer Aided Chemical Engineering. T. 38. Elsevier, 2016. C. 1051-1056.

50 Rolland P., Scarlett J., Bogunovic I., Cevher V. High-Dimensional Bayesian Optimization via Additive Models with Overlapping
Groups / Proceedings of the Twenty-First International Conference on Artificial Intelligence and Statistics. PMLR, 03.2018. C. 298-307.

51 Raponi E., Wang H., Bujny M., Boria S., Doerr C. High dimensional Bayesian optimization assisted by principal component
analysis / Parallel Problem Solving from Nature—PPSN XVI: 16th International Conference, PPSN 2020, Leiden, The Netherlands,
September 5-9, 2020, Proceedings, Part | 16. Springer, 2020. C. 169-183.

52 t1ansen N., Ostermeier A. Completely Derandomized Self-Adaptation in Evolution Strategies / Evolutionary Computation. 2001.36/61
T.9, Ne 2. C. 159-195.



TpeTbe nonoxxeHne, BblHOCMMOE Ha 3awuTy (6/14)

[MpotoTun: PCA-BO

® [lpototun: PCA-BO (metog BO, ncnonbsytowunii aHanms rnaBHbIX KOMMOHEHT — aHII.
Principal Component Analysis Bayesian Optimization)®3.

e PCA-BO cTtpont nuHenHoe noanpocTpaHCTBO, Ha KOTOpoM 3aTem paboTtaeT bO.

¢ OrpaHun4yeHue NPOTOTUNA: JINHENHOE NPeACTaBJieHNE MOXET MJIOXO ONUCbIBaTb 00J1aCTb
XOPOLLUNX 3HadeHuli f(a), ecnm ux CTPyKTypa HEJIMHEWHA, YTO TUMUYHO AN
MYNbTUMOAANbHbLIX NaHAWadTOB.

53 Raponi E., Wang H., Bujny M., Boria S., Doerr C. High dimensional Bayesian optimization assisted by principal component
analysis / Parallel Problem Solving from Nature—PPSN XVI: 16th International Conference, PPSN 2020, Leiden, The Netherlands,
September 5-9, 2020, Proceedings, Part | 16. Springer, 2020. C. 169-183.
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TpeTbe nonoxxeHne, BblHOCMMOE Ha 3awuTy (7/14)

JlnHeHoEe n HennHenHoe NoANpPOCTpPaHCTBA

Ha rpadukax nokasaH naHgwadT MynbTUMOAASILHON
dbyHKumn f. Kaxkgolh Touke & Ha MIOCKOCTU COOTBETCTBYET
3HayeHue f(x), NOka3aHHOE LIBETOM.

® PewaeTtcsa 3aga4a MUHUMN3ALNN
x* € argmin{f(x)|x € X'}, noaTomy 4em bonee
XONOAHbI LIBET Y TOYKW, TEM Ny4lle 3Ta TOYKA.

® [lyHKTMpOM nokasaHbl nognpocTpaHcTea. Ha pucytke (a)
NOAMPOCTPAHCTBO HE MOXKET MPOXOANTL Yepe3 BONbLUNHCTBO (@) JinHerHoe NoANpPOCTPaHCTBO
CUHNX obnacTeil, cofep KaLmnx MHOXKECTBO AOCTATOYHO
XOPOLUNX pELUEHNIA 338341 ONTUMN3ALNN.

® Ha pucynke (b) HenuHeliHoe NOANPOCTPAHCTBO NPOXOAUT
yepes MHorme obnacTn NoKasbHbIX MUHUMYMOB, I NO3TOMY
OHO DoJsiee NHPOPMATUBHOE.

® [locTpoeHune moaenn LeneBoit MYHKLUNN HA HEJNHEWRHOM
NoAMNPOCTPAHCTBE MO3BOJINT MOJIYYUTb DObLLE peLleHnid

BbICOKOIO Ka4yecTBa. . L1
(b) HennHenHoe NoaAnNpOCTPaHCTBO
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TpeTbe nonoxxeHne, BblHOCMMOE Ha 3awuTy (8/14)

Llenb ynyudweHunsa npororuna

Llens ynyywernns PCA-BO

[MpumennTts meTog BO Ha nognpocTpaHcTBe MeHblUEeW Pa3MepHOCTU, HO 3aMEHUTL JIMHEHOe
NOANPOCTPAHCTBO HA HEJINHEHOE: CTPOUTbL 1 aJanTUPOBaTh HENMHENHOE BEKTOPHOE MPeACTaB/ieHNe TOYEK
x € [l,u] Tak, 4TOOBLI OHO MpOXOAMIO Yepe3 0baacTn ¢ ManbiMu 3HaveHusMmN f(x).

* Yto pobasnsiem: Kernel-PCA>* (meTon simepHoro aHanusa rnaeHbix koMmnoHeHT — anra. Kernel
Principal Component Analysis) smecto PCA.

® JTOT MeToj MMeeT napaMeTp — pyHkuuto sapa. B pabote paccmatpuBanock Tonbko sapo RBF

(pagnanbHo-6asncHas dyHkums — anrn. Radial Basis Function, Takxe n3secTHas kak rayccoso sapo)°>>.

® RBF nmeeT napametp 7, Bansoowmii Ha nony4aeMmoe nNoAnpocTPaHCTBO. DTOT NapaMeTp afganTupyeTcs
B npouecce paboThl.

54 Schélkopf B., Smola A., Miiller K.-R. Nonlinear component analysis as a kernel eigenvalue problem / Neural Computation. 1998.
T. 10, Ne 5. C. 1299-13109.

55 Rasmussen C. E., Williams C. K. I. Gaussian processes for machine learning. MIT Press, 2006.
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TpeTbe nonoxxeHne, BblHOCMMOE Ha 3awuTy (9/14)

3a CYET 4yero gocrturaeTcs uesb

[locTpoeHne HeNMHeHOro npeacTaBAeHUs TO-
4eK MHOrOMEpPHOro MPOCTPAHCTBA HAa OCHOBE
AJepHOro npeobpasoBaHuUs.

(a) MacwTabupoBaHHble oby4atoLme TOUKN
(z, f(x)) 8 RY (xyawmve casuraoTcs K LEHTPY,
ny4uime octatotcs )P,

(b) ApepHoe npeobpasosaHue: oTobpakeHne Yepes
AAPO; NPY YAAYHOM 7 MPOSABNSETCA CKPbITas
JINHEHAs CTPYKTYypa.

(c) F: PCA-npoekuusi us H B HU3KytO
Pa3MePHOCTb C MAaKCMMaJlbHOI COXPaHEHHON
aucnepcmeii (7 KOMNOHEHT C MAaKCMMAaJbHbIMY
cobcTeeHHbIMU Yucnamn). Mprnyém r < d.

(d) B: onTumusauusi npesnoXeHHOW yHKUUN A5
OCYLLECTBAEHUSI OOPAaTHOrO 0TObpaXkeHust

B:Z7Z—>R

56 Raponi E., Wang H., Bujny M., Boria S., Doerr C. High dimensional Bayesian optimization assisted by principal component
analysis / Parallel Problem Solving from Nature—PPSN XVI: 16th International Conference, PPSN 2020, Leiden, The Netherlands,
September 5-9, 2020, Proceedings, Part | 16. Springer, 2020. C. 169-183.
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TpeTbe nonoxxeHne, BblHOCcMMoe Ha 3awuTty (10/14)

OnwuncaHue npegno>xeHHOro meToja

[pennoxenHblii meTog HasbiBaeTca Kernel-PCA-BO (metop Baiiecoeckoli onTummsauumu, mc-
NONIb3YIOLW NI SaepHbI aHann3 rnaBHbix KoMnoHeHT — aHrn. Kernel Principal Component Analysis
Bayesian Optimization).

1. Boibupatotcs HayvanbHble Toukn M), 2(™0) Boiyncnsiotcs snavenns f(x®).

2. Touku patxupytotca no f(z(?) u macwTabupyrotcs (nyyiine TOUKM OCTAlOTCS HA MecTe, XyALue
CABUTAIOTCSA B LEHTP).

3. Bbibupaetcs napametp v ana RBF-agpa 8 metone Kernel-PCA. Tlonyyaem pasmepHocTb r <K d
NPOCTPAHCTBA YMEHbLUEHHOW Pa3MEPHOCTM.

4. CtpounTcs npsimoe oTobpaxkeHue F : ¢ — z € R” n obpatHoe B : z — x € R%.

5. B nognpoctpaHcTee BbinosHseTca oaHa utepaunsa BO: cTpontca mogenb no cobpaHHbIM TOYKaM
{(F(x®), f(w(t)))}:bzl, onTuMunsnpyetcs acq-pyHkuma®’. B pesynbTaTe noaydaeTcs HOBasi TOUKa
2("*+1) B nognpocTpaHcTBe.

6. Touka z("*1) BoccTanaenueaetcs B ucxogHoe npoctpancteo: (") = B(z("*+1)) Manee

BbIYNCASIETCS 3HAYEHNE LEeNieBOl (DYHKLUMN B 3TOW TOYKe f(:l:(”“)).

7. Korpga HoBas Touka nonagaet B nepsble 20% pewennii no 3Ha4eHnto Lenesoii pyHkuun f,
BbINMOJIHAETCS agantaums napamMmeTpos v, 7.

57 Jjones D. R., Schonlau M., Welch W. J. Efficient Global Optimization of Expensive Black-Box Functions / Journal of Global
Optimization. 1998. T. 13, Ne 4. C. 455-492. 41/61



TpeTbe nonoxxeHne, BblIHOCMMOE Ha 3awuTy (11/14)

MeTtog agantayum v n pa3amepHoOCTU 7

e Anpo RBF:
bz, a') = exp(—rllz —a|l3), 7> 0.

o [1na cpukcuposaHHoro v metos Kernel-PCA paért cnektp A1(y) > -+ > A () (no matpuue
s4pa), 1 BbIOMPaAeTCss pa3MepHOCTb NPOCTPAHCTBA NPU3HAKOB Z.

® Pa3mepHOCTb 7(): MUHUMAJSIbHOE YUCSIO KOMMOHEHT, KOTOPOE COXPaHSIeT LOJIO AUCMEPCUN 7):

r(vy) = min{k e [1..n]: Z)\i(v) > nZ)\i(fy)}.

® Kak BblOupaem ~: MUHUMUN3NPYEM MOTEPIO KavecTBa (4em Donblue, TEM XyXe):

—arg min (r — =5 :
! 5 e (0,00) ( ) > i1 i) )

\ - _J/

Z(7)
OTO OAHOBPEMEHHO YMEHLLLUAET 7" U YBEJINYNBAET COXPAHEHHYIO AUCMEPCUIO.

®* YucneHHas ontumMmmnsauma: uwem v, 7(y*) Ha 3afaHHOM OTPE3KE, UCMOb3Ys CTaHAAPTHbIE
METOAbl YHNCJIEHHOW ONTUMU3ALNN. 42/61



TpeTbe nonoxxeHue, BbIHOCMMOe Ha 3awnTy (12/14)

JKCNepuMeHTbl Ha TEeCTOBbIX 3aja4ax

—— PCA-BO (—— Kernel-PCA-BO) —— CMA-ES

&%&&E
RN

|terat|on

20

min {f(z) |z € X'} < max {f(z) |z € X}
(a) ®yHkunn BBOB B 2D (b) OntTnmMnzaumsa dyHkuin BBOB B 60D

(a) CpagHenue nposogunock Ha dyHkuusax BBOB®® (tectuposanue ontumusauun “yepHoro swmka’ — anrn. Black-Box
Optimization Benchmarking), nsymepHas Bepcus kOoTOpbIxX NokasaHa Ha pucyHke (a).

(b) MokasaHbl pe3ynbTaThl skcnepumeHToB Ha 60-MepHbIX aHanorax atux gyHkunii us BBOB. MNMpumensinucs 650, PCA-BO,
CMA-ES n npegnoxertbiii metog Kernel-PCA-BO. 3eneHas rasodka 03Ha4aeT, YTO NPeAsIOKEHHbIE METOS,
Kernel-PCA-BO nubo BbiurpbiBaeT npn manom brogykete, nMbO He yCcTynaeT ayywemy U3 aHanoros. KpacHbiii kpecT
O3Ha4aeT, 4YTO NPEAIOKEHHbI MeToA, YCTYNaeT XOTsl Obl O4HOMY METOAY W3 aHa/IoroB.

58 tjansen N., Auger A., Ros R., Mersmann O., Tusar T., Brockhoff D. COCO: A platform for comparing continuous optimizers in a
black-box setting / Optimization Methods and Software. 2020. C. 1-31.
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TpeTbe nonoxxeHne, BblHOCMMOEe Ha 3awuTty (13/14)

BbiBoaobl NO akcnepunmeHTam

—— PCA-BO (—— Kernel-PCA-BO) —— CMA-ES

E%&KE
RN

|terat|on

f'_—'f* 60D

min{ f(x) |x € X'}
(a) ®yHkunn BBOB B 2D (b) OnTumMmnzaumna pyHkun BBOB B 60D

® Ha bonbwmnHcTee pyHkuuin BBOB npepgnoxennbiii meton Kernel-PCA-BO nnbo
BbITPLIBAET MPU MasioM DrogyxeTe, NMbo He yCcTynaeT Ay4lleMy U3 aHaoroB.

® Metoa Kernel-PCA-BO He MOXeT N3MeHUTL BEKTOPHOE MpeAcTaBIEHNE TOYEK,
KOr4a HE HaXOASATCA HOBbIE TOYKMW C NYYLLINM 3HAYEHUEM LENEBON pyHKLMN.

® |/13-33 3TOro HabnogaeTca cTarHaumsi Npu yBEJNYEHUN BbIYNCINTENBHOIO
brogkeTa.
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TpeTbe nonoxxeHne, BblIHOCMMOE Ha 3awuTy (14/14)

BbiBoabl, nyonnkaunm v nnYHbIA BKAA,

Pa3paboran metoa mHoromepHoin baiiecosckoinn ontumuszauun Kernel-PCA-BO c noHuxeHuem pas-
MEPHOCTWN BELLECTBEHHO3HAYHbIX (PYHKLNA, XapaKTEPU3YIOLLNXCA MHOMXECTBOM JIOKAJIbHbIX OMTUMYMOB,
NO3BONIAOLWMIA MOJSYYaTb PELUEHUS CO 3HAYEHMEM LLeneBoil dpyHKUUKN, BDAN3KUM K ONTMMaNbLHOMY Mpu
OFPaHNYEHHbIX BbIYNCANTENBHBLIX PECYPCAX Ha MYJbTUMOAANbHbBIX PYHKLUSX.

OTkpbiTas peannsayus.
Penosutopuii: https://github.com/wangronin/Bayesian-0Optimization/tree/KPCA-BO

Pe3ynbTtatbl onybsinkoBaHbl B:

4 Antonov K., Raponi E., Wang H., Doerr C. High dimensional Bayesian optimization with kernel
principal component analysis / International Conference on Parallel Problem Solving from Nature
(PPSN). Springer. 2022. C. 118-131.#

JInyubin BkNapg.

B nybnaukauwnn [4] aBTop npegnoxun n paspabotan metog Kernel-PCA-BO, peanusosan ero,
OPraHn30Ban N NPOBEJN SKCNEPUMEHTAIbLHOE NCCNEN0BAHME, @ TAKXKE BbIMOJIHW aHAIN3 U
nHTepnpetayunio pesynstatos (okono 85-90% eknaga).
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Mpumep npunoxenunsn (1/13)

Pewaemas npaktunyeckasa 3agaya

® MapuwpyTunsauma AOCTaBKU FPy30B C OFPaHUYEHUSIMUN Ha

rpy30NoABbEMHOCTL .

® |leneBas pyHKUUSA: CymMMapHas AauHa mapupyTta f(x)
(MeHble — ny4dle). 3HayeHne LeneBoli PyHKUAN
pelleHnst Oyaem Ha3biBaTb KAYECTBOM 3TOrO PELLEHUS.

® [lpeanonaraetcs paboTa B BbICOKOMNapaanesibHOl cpefe.

® llenb: MuHummu3mnpoBaTth f(x) 3a puUKCUpoBaHHOE Masloe
YNCNO UTEPALNIA CTOXaCTNYECKOro aNropnuTma.

® JTy noctaHoBKY 0bo3Haumm kak MUIIO — 3apgauy
MaJIonTePaLNoOHHON NapasiieslbHovVi OnTUMU3aLynmn
JAOCTaBKU rpy30B.

® B Takoii nocTaHOBKe 3a/ia4a, NOCTaBJEHHAs KOMMaHUENR
VeeRoute, paHee He paccmaTpuBanace.

59 Ralphs T. K., Kopman L., Pulleyblank W. R., Trotter L. E. On the capacitated vehicle routing problem / Mathematical
programming. 2003. T. 94. C. 343-359.
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[Mpumep npunoxerHus (2/13)

Dopmanunsauyuna uenum

PaccmaTpuBaetca (1 + A)-DA c aganTauueii napameTpa, 3a4atoWero pasmep wara mytauum 6.

1 Wnuumanusauyus napametpos: () € R™;
2 VMlHnuymannsaums nepBoro NoKoJeHUS:

W cs, e

3 fori«1,2,...,Pdo PaccmMoTpum maTemMaTuyeckoe oxxuaaHue
4 rengau,vm HOBOT'O NMOKONEHUA: Ka4yeCcTBa X HaUAYy4YLLEro peLleHus,
( x(+1) (f, 9(2),X(7’)); _ MOJY4EHHOro 33 3TO BPeMSs:
5 Apantauns napamMeTpoBs:
o 2(7,%,00) = [ 1)
|0 (£ {09} XDV ) (f, €. o) =E|f(z")
6 BbiBOg pesynbTaTa onTumMwusauum: Haiitn doyrkumio €, 4tobbl yncno L(f, €, )
P+1
#* ¢ argmin {f(a:) re | X(J)}; ObINO KaK MOXHO MEHbLLE. )
j=1
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Mpumep npunoxenuns (3/13)

AHanorun

® Tou4Hble METOAbl. NMEKT SKCMNOHEHUNANBHYIO CJIIOXKHOCTb U 0ObIYHO MPNMEHNMBI TOJIBKO K

MasibIM—cpegHuM pasmepam®’.

® DJBPUCTUKN U META3IBPUCTUKU: PELLAIOT 33734y NPUBANKEHHO, TPEDYIOT MeHbLLE BPEMEHMU,

4EM TO‘-IHbIe61 ’62.

® Mbpuabl: coveTaHne 3BPUCTUK C TOYHLIMU KOMMOHeHTaMun®3,

® MeToabl MalLNMHHOIO O0y4eHUs1 U 0Dy4YeHNsA C NOAKPENIEHNEM: HEiPOCETN CTPOAT
MapLLPYThbl WAN YNpaBAstoT nonckom®4:03.
¢ OpgHokpaTHble U NapaJiesibHble CTPATEernn: yCKopeHune nojy4eHns pelieHnii yepes

OAHOKPATHYHO NF°EHEPAUNIO WU MHOFOI'IOTO‘-IHOCTb66.

60 T5th P., Vigo D. Exact solution of the vehicle routing problem / Fleet management and logistics. Springer, 1998. C. 1-31.

61 Pisinger D., Ropke S. A general heuristic for vehicle routing problems / Computers & Operations Research. 2007. T. 34, Ne 8.
C. 2403-2435.

82 \/idal T., Crainic T. G., Gendreau M., Prins C. A hybrid genetic algorithm with adaptive diversity management for a large class of
vehicle routing problems with time-windows / Computers & operations research. 2013. T. 40, Ne 1. C. 475-489.

3 Helsgaun K. General k-opt submoves for the Lin—Kernighan TSP heuristic / Mathematical Programming Computation. 2009. T. 1.
C. 119-163.

%4 Kool W., Van Hoof H., Welling M. Attention, learn to solve routing problems! / arXiv preprint arXiv:1803.08475. 2018.
®5 Ardon L. Reinforcement Learning to Solve NP-hard Problems: an Application to the CVRP. 2022.

66 Bossek J., Doerr C., Kershke P., Neumann A., Neumann F. Evolving Sampling Strategies for One-Shot Optimization Tasks /
Parallel Problem Solving from Nature — PPSN XVI. Springer, 2020.
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[Mpumep npunoxexHus (4/13)

HepoctaTtkn aHanoros

® To4Hble MeToAbl, 3BPUCTUKN, METa3BPUCTUKN, TMOpUAbl 1 HEeKoTopble
MeTOo/bl, OCHOBaHHble HA MALLUMHHOM O0Yy4YeHuUUn, orpaHNYeHbl B CBOEI
MacLUTabnpyemocTun nNo 4Yncny napasienbHbiX NOTOKOB 1 NpeiHa3Ha4Y€eHbl
OJ151 NONYYEHUSI NMPUDNVIKEHHOIO PELLIEHNS PaCCMaTPUBAEMOIA 3a4a4K
ONTUMU3aLNN 33 3HAYUTENIbHOE BPEMS. DTO SABASIETCS OrpaHUYeHNEM B
YCJIOBUSAX, NPUDJIMKEHHbIX K peasisHOMY BPEMEHMN.

® OcTanbHble MeToAbl MaLUIMHHOIO ODy4YeHUs U OJHOKPATHON onNnTUMU3aLnn
npeanofaratoT NONyHYeHNE peLleHnst 3a OgHY ntepauuto. [103ToMy BO3MOXXHO
yAy4YLIEHNE NOJSIYHAEMOro pPeLlEHNs 32 CHET HEKOTOPOro yBesIM4eHus
BPEMEHHOro nHrtepsana.
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[Mpumep npunoxenuns (5/13)

OnwuncaHue npegno>xeHHOro meToja

(a) Bbibop obyuatowmux aksemnnsapos MUNMO: sbibupaem Ny, 3agay U3 3agaHHOMO Kacca.

(b)

(c)

(d)

OObyueHune Ha kaxxaoMm 3k3emnasipe (HE3aBUCUMO): Ha KaXKAO0M oDyyatoLlem
sksemmnsipe fF), k€ {1,2,..., Ny} obyuyaem csoto HeiipoceTb N, KOTOpas 3afaéT
apanTauuio napameTpa mytauum no coctostmio DA 0 = N (s ¢):

o (LN (LGN 6O b 60D
= f(X(t)) ) f(X(t_l)) ) ) _emin )

)
emax — ‘9min emax

Obyuenue 3akniodaetcs B nogbope ¢ € R? ans munumunzaguun Z(f 5 N (-, @), ).
[MapameTpbl ¢ nogbupatotcs metogom Kernel-PCA-BO (metog 3). 'mnepnapameTpbl
Kernel-PCA-BO BbibupatoTcsi ¢ ncnonb3oBaHneM pesynbTaToB YMCIEHHOrO aHanun3a (Meton
2) Ha 3agavax RUGGEDNESS n PLATEAU.

Ntorosas apgantauna ana Kaacca: u3 MHOXECTBA {Nk}fj;“l CTPOMM O4HO NPaBuUJIo
aflantauumn, NPUMEHNMOE K JItODOMY 3K3EMMNAAPY U3 Kiacca:

_ V)
V)

k* = argmin{‘V(f)—V(f(k))’} , E(s) :

ke[laNtr.]

Nk* (8) )

7

Vv
6nuv>kaiilee YNCNO BEPLUNH K dKk3eMnasipy f

roe V(f) — 4ucno BeplimnH B sk3emnasipe f.

NMpumeHeHune: ncnonbsyem nonyderHyo 6 B 3agaHHom (1 + A)-DA gns ontummusauun f.

(a) Beibop Ngr.
sk3emnasapoe MUIIO

v

(b) O6yuenune Ny (-; @)
4yepes oNTMMU3aLNIO
metogom Kernel-PCA-BO

v

(c) CunTes uz {N;}
dbyHKUUN E
AN HoBoOW 3agayn f

v

(d) MpumenerHune (1 4+ X)-2A
c ) = ¢ (sM)
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[Mpumep npunoxenuns (6/13)

OOby4eHne HelipoHHOI ceTu (1/2)

Kaxkgasi HelipoHHas ceTb OobDy4vaeTcs Ans ajanTauuy napaMeTpoB Ha CBOEM ak3emnasipe 3agaydm f. OgHako

OTCYTCTBYET Ha6op AdHHbIX O TOM, KaKNE MNMapaMeETpPbl ABAAKOTCA ONTUMAJIbHbIMW HA Ka>XOOM 3Tane
onTnMMmM3aunn.

MpoToTun: oby4eHne c nogkpennednem®’

Micnonb3yetcs Mmogenb ueHHocTn (S, a), oueHnBaKOWas Noae3HOCTL Habopa napameTpos @ B COCTOAHUN S:

0") ¢ arg max Q(s'Y,0).

v

HepocTtaTkn npotoTuna

® OueHka () onupaeTcs Ha JONTOCPOYUHbIE 3PPEKTbI (3aBUCMMOCTL OT MOCAEAYIOLLUX NTEPALMIA), YTO
MOXKET MPUBOAUTL K HECTabuMabHOCTSIM 0byyeHns®®

® [lpenmyliecTBa Yalle AEMOHCTPUPYIOTCS Ha TECTOBLIX 3aflayax, a NePeHOC Ha NpuKNagHble obnacTtu,
Takue kak MIUIIO, ocTaérca HeTprBMaNbHbLIM.

%7 Nguyen T., Le P., Doerr C., Dang N. Multi-parameter Control for the (14(X, A))-GA on OneMax via Deep Reinforcement
Learning / Proceedings of the 18th ACM/SIGEVO Conference on Foundations of Genetic Algorithms. 2025. C. 190-201.

®8 Niguyen T., Le P., Biedenkapp A., Doerr C., Dang N. On the Importance of Reward Design in Reinforcement Learning-based

Dynamic Algorithm Configuration: A Case Study on OneMax with (14(X, X))-GA / Proceedings of the Genetic and Evolutionary
Computation Conference. 2025. C. 1162-1171. 51/61



[Mpumep npunoxexHus (7/13)
OOy4eHne HelipoHHOI ceTu (2/2)

Nnes npepnoxeHHoro metoga ana MUITO

BMmecTo oTaenbHoili mogenn () npeanaraetcs HanpsiMyto MCKaTb PYHKLUMIO aganTauun napameTpos €,
KOTOpas JAET HAUNy4YLWnii pe3yibTaT ONTUMUN3aLNN.

[lonck yHKUMK, 3aatoLeil afganTauno NapaMmeTpoB

[MycTb KavecTBO ONTUMM3aLMMN 3a8aETCs PyHKunoHanom noteps £ (f, €, o). Torpa Tpebyetca HaliTy

€ € argm%inci”(f,%, ).

Y
[lepexon K HelipoHHOI ceTu

Mo yHnBepcanbHoli Teopeme annpokcumauun®® nonaraercs, 4To nobas n3 yHKLMi {€} moxeT ObITb
AOCTAaTOYHO TOYHO MPUDSINIKEHA HEPOHHOW ceTblo. Toraa

%*

Q

N(.¢%),  ¢* cargmin Z(fN(, ), ).

Taknm obpasom, 3aja4a Nnoucka YHKUMN aganTauuny CBOAUTCA K 3agade oby4yeHUs HeMpoHHoOl ceTu, a
OHa, B CBOIO O4Yepenb, CBOANTCSA K 3aJ4ade OoNnTuMunU3auunmu.

¢

9 tornik K., Stinchcombe M., White H. Multilayer feedforward networks are universal approximators / Neural networks. 1989. T. %
Ne 5. C. 359-366. 2/61



Mpumep npunoxerHusa (8/13) IIiTMO

rlpI/IMEHEHVIe MeTOoA0B, BbIHOCUMDbLIX Ha 3dlLANTY

TpeTtwnii MeTod, BLIHOCUMBbIW Ha 3aLLUTY

® MeToa, NO3BONSAAET MONYYaTb PELLEHUS CO 3HAYEHUEM LIENEBOIN PYHKUUN, BANSKNMU K ONTUMASIbHOMY NPU OFPaHNYEHHbIX BblYUCINTENbHbIX
pecypcax Ha MyNbTUMOAANbHbLIX PYHKLMUAX B MHOFOMEPHbIX MPOCTPAHCTBAX.

® Bbiuncnenne £ 3aTpaTHO: TpebyeTCs NOHbIA 3aMyCcK CTOXaCTUYECKOro aaroputma Ha f.

® [lpocTpaHCTBO BECOB (b MHOFOMEPHO, a JaHAWAdT Mo ¢ 0bbIYHO MYNLTUMOAANEH.

® MeToa NO3BONA NOAYYHUTb HUCAEHHbIE MPUDANXKEHNS HUXKHUX OLLEHOK BPEMEHMN PAabOTbl 3TUX aIFOPUTMOB A0 AOCTVXKEHUS ONTMMYMA Ha
NPaKTUYECKN 3HAYNMbIX PYHKLUUAX, B TOM Yucsie Ha RUGGEDNESS u PLATEAU, obnagatowumx ceoiicteamm, oaunskumu k MUIIO.

® lMoka3saHo, 4To Ha 3agavax RUGGEDNESS u PLATEAU (1 + A\)-DA co cratnyeckmmun napamerpamm 4acto pabortatoT He xyxe (a uHorga u
NlyyLIe), YeM BapuaHTbl C PACCMOTPeHHOIR aganTauuein. [oaToMy ansi KOPPEKTHOro cpaBHeHusi ¢ npeasaraemsiM pewwennem MUTIO
LenecoobpasHo BkItOHaTL B Ha30Bble aHanory HaboOp anropuTMOB CO CTAaTUHECKUMIU MapaMeTpamu (HECKOJIbKO HAaCTPOEK).

® MeTog No3BOINA BbISIBUTb CBOICTBA JlaHALWadTa OYHKLMOHANa NoTepb £ B NPOCTPAHCTBe pyHKUMIA aganTtaunn € Ha aksemnaspax MUIIO:
TENNOBbIE KAPTbl AEMOHCTPUPYIOT BbICOKYHO YYBCTBUTENIbHOCTb K BbIOOpPY MapaMeTpoB, OCOOEHHO Ha Mo3AHMX 3Tanax. [loaTomy HagéxHee
ONTUMU3NPOBATH OXKUAAEMbI/A UTOrOBbIW Pe3ynbTaT ONTUMM3AUUUN — £, HEM ONUPATLCS Ha NPOMEXYTOYHbIE MPOrHO3bl, HanpumMep ().

[lepBblii MeTOA, BLIHOCUMBbIA Ha 3aLUUTY

® Merton obecneumBaeT aBTOMaTUYECKYO afanTaLuio NOKOMMOHEHTHON BeposiTHOCTM MyTaummn B (1 + A)-DA 6e3 npeaBapuTenbHON HACTPOIKU
NapamMeTpoB, BK/OYash KOPPEKTUPOBKY HUXKHEN rpaHuMLbl HA OCHOBE KOJIJIEKTUBHOIO OTOOPa MOTOMKOB.

® lcnonb3yercsi kKak NPOCTOn U 3(hPEKTUBHLIN aHANOr A/ CPAaBHEHUS C NPEAIOKEHHBIM HEipPOCEeTEBLIM METOAOM ajanTauumn napamMeTpos.

® [lpumensierca npu pewenun 3agadu MUTIO (B Bbl4UCANTENBHBIX SKCNEPUMEHTAX).
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Mpumep npunoxenunsn (9/13)

AHanorn gnsa cpaBHeHus

CpaBHeHue npoBoguochk co chegytowmmm rpynnamm (1 4+ X\)-DA.

® (1+ X\)-DA 6e3 agantaumm napamMeTpoB. AKTyaslbHbl, TaK Kak C NOMOLLbO BTOPOro
MEeTO0a, BbIHOCMMOIO Ha 3alUTy, ObINIO YCTAaHOBNEHO, YTO TaKWe aaropuTMbl
paboTatoT 3a BpeMsi, DJIN3KOE K HaUy4dLLEMY BO3MOXXHOMY, NMPU aganTtauunumnm pasmepa
lara MyTauum Ha 3agadax co colictBamu, kak y MIUIIO.

1. JlunetiHoe ymeHblieHune: () yobiBaeT No HoMepy utepauun oT Omax K Omin
2. ®PukcuposBaHHoe 0 = 1, cbukcnpoBaHHoe 6 = 10 — oTobpaHbl No pe3ynbTaTam
NnpeaBapUTENbHbIX SKCNEPUMEHTOB.

® (1+ A)-2A ncnonbsytowme agantauuto 6:

1. Apantaumsa 0 ronocosaHueMm, UCMNOJIbL3YETCS NEPBbIA METOA, BbIHOCUMbINA Ha
3aLnTYy.
2. Apantauus ¢ npaBunom 1/5, nonynapHblii NpeacTaBUTENb KIACCMHYECKNX METOLOB

apanTaunn’®.

70 Doerr B., Doerr C. Optimal parameter choices through self-adjustment: Applying the 1/5-th rule in discrete settings / Proceedings
of the 2015 Annual Conference on Genetic and Evolutionary Computation. 2015. C. 1335-1342.
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NMpumep npunoxxenus (10/13)

JKCNepuMeHTbl

= ApnanTtauns 6 HelipOHHOW ceTblo m——— Anantauuns 6 ronocosaHunem
—— AganTauusi 6 HelipoHHOI CeTbto —— @ukcuposaHHoe 6 = 1
—— Jluneiinoe ymenbwenue 0 < (100,...,1) ——  ®ukcuposaHtoe 0 = 10 ApanTauus 6 npasunom 1/5
TpernpoBoYHbIE 3a1a91 SRSTIR o Tpeﬂgpgggtﬁ%ﬂe |3a/1aqm ETERT .
) X-n101-k25 xml X-n209-k16.xml X-n641-k35 xml 0 -n101-k25.xm -n209-k16.xm -n641-k35.xm
~— 60000 . ~ 60000 120000 3400001 |
S~ 5000 V 200 V _— V = 55000 110000 320000 “‘“\ V
29 110000 320000
? 50000 100000 300000 ;) 50000 100000 300000
% 15000 90000 280000 E‘) 145000 90000 280000
CED 10000 80000 260000 % 10000 80000 260000
70000 240000 70000 240000
s 33000 w0000 290000 = 35000 60000 S| 220000
> 30000 50000 200000 > 30000 50000 200000
E 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 2 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
@) O
T Tecrosble 3a1a4n T TecroBble 3a/1a4n
= X-n219-k73.xml X-n367-k17 xml X-n480-k70.xml X-n819-k171.xml i X-n219-k73.xm| X-n367-k17 xml X-n480-k70.xml X-n819-k171.xml
!:[ 180000 _— 260000 450000 [:[ 180000 140000 i 260000 4500001
» 170000 240000 125000 < 170000 240000 425000
8 120000 220000 100000 8 160000 o 220000 100000
160000
E » 00000 200000 o E 150000 100000 200000 e
2 150000 350000 S, v 350000
[;‘ 140000 80000 180000 325000 t: 140000 80000 180000 325000
130000 160000 300000 y 300000
' 130000 160000
00 02 04 06 08 10 00 02 04 06 08 10 00 02 04 06 08 10 00 02 04 06 08 10 PR Y EY S — P S Y SR u— P R Y SR u—
Yucso seranciaennit f - x 100 Yucno Beranciennit f - x 109

® N5 4eMOHCTPaLMU MeToZ MPUMEHEH K KJacCy 3aJay U3 OTKPbITOrO NCTOYHMUKA L.

® B kayecTBe TPEHUPOBOYHbLIX 3aJla4 BblOpaHbl Te, KOTOPbIe MOKa3aHbl B 3eJIEHOW pamke. B xénToli noka3aHbl TeCTOBbIE
3aga4n. Hucno BeplUnH yka3aHo B Ha3BaHUKW nocse n, Hanpumep, X-n101-k25.xml o3HayvaeT, 4To B rpacdpe n = 101
BEPLUMHA.

® 3enéHasi rajodka 03Ha4aeT, YTO NMPeasioXKeHHbI MeToA ¢ aganTaumein 6 npesocxognT aHanorn. KpacHblii KpecT o3Ha4aer,
4YTO NPEANIOKEHHbLIN MEeTO, TAaKOW e, KaK OAUH N3 aHAJIOrOB NO KAaYeCTBY pe3ysibTaTa ONTuMuM3auuu.

71 Uchoa E., Pecin D., Pessoa A., Poggi M., Vidal T., Subramanian A. New benchmark instances for the capacitated vehicle routing
problem / European Journal of Operational Research. 2017. T. 257, Ne 3. C. 845-858. 5/61



Mpumep npunoxxenusa (11/13)

AHanun3 pe3ynbTraTtoB

= 9 f— A,El,aI'ITaLI,VIFI 9 H€I7Ip0HHOI7I CETbHKO f— A,El,aI'ITaLI,I/Iﬂ 9 roJ10CoOBaHMEM
- AJJ,aI'lTaLI,VIFI 9 HENPOHHOW CETbIO - (DI/IKCI/IpOBaHHoe 9 =1
—— Jluneiinoe ymensbwenue 6 < (100,...,1) ——  @ukcuposartoe # = 10 ApanTtayus @ npasunom 1/5
TpeHI/IpOBO‘{HbIe 3aJa49u1 TpeHI/IpOBO‘{HbIe 3a1a4u
—~
) X-n101-k25.xml X-n209-k16.xml X-n641-k35.xml 8 X-n101-k25 xml X-n209-k16.xml X-n641-k35.xml
~— 60000 120000 210000 < TDOO 120000 3400001
> 55000 V 110000 V 220000 V 55000 110000 320000
E) 50000 100000 300000 E\" 20000 100000 300000
§ 15000 90000 280000 G;) 45000 :zz:: ;Zzzzz
80000 260000
o o 70000 240000 o - 70000 240000
= 35000 60000 220000 = 33000 60000 : 220000
> 30000 50000 200000 > 30000 . 50000 200000
=t 00 02 04 06 08 10 00 02 04 06 08 10 00 02 04 06 08 10 = 00 02 04 06 08 10 00 02 04 06 08 10 00 02 04 06 08 10
@) @)
i TeCTOBbIe 3aJa491 an TeCTOBI)Ie 3a a4l
= X-n219-k73.xml X-n367-k17 xml X-n480-k70.xml X-n819-k171 xml 0 X-n219-k73.xml X-n367-k17 xml X-n480-k70.xml X-n819-k171.xml
= 180000 260000 150000 =L | asooony | . 260000 450000 ‘
z 170000 V e V 240000 V 1425000 V QX): 170000 x 240000 425000
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® [lpepnoxeHHbIi MeTOA, Ha KaXkaou 13 3agay nnbo nydwnii, Nnbo Takoli »e, Kak Jy4dLnii No Ka4yecTBy pe3y/bTaTa
ONTUMU3ALNN.
® [lpeanoxeHHblli MeTog B cpeaHeM Ha 1.6% npeBocxoanT nydlwnii N3 aHANOrOB NO KAaYeCcTBY pe3ysibTaTa OnTUMU3aLUN.

® Jly4ywnii 3 aHanoroB pasHblii Ha Pa3/IMYHbIX PACCMOTPEHHBIX 3aJa4ax, a NPeAsIOXKeHHbIi MeTon Bceraa nbo nyyiue 3Toro
aHasnora, NMbo Takol e No Ka4yecTBy pe3ynbTaTa ONnTUMU3aLNN.

® (CTaTuctnyeckast 3Ha4MMOCTb 3TOro pe3ynbTaTa NOATBEPXKAAETCA t-kKpuTepnem Yan4da c nonpaekoli boHdeppoHu.
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[Mpumep npunoxexnusa (12/13)

BbiBoabl

1. lpegnoxxeH meton, oby4atoW i NO OAHOW HEWPOHHOW CETU Ha KaXKAOW N3 TPEHUPOBOYHbIX
3agady MIUIIO, Bbibupatowmii ogHy HEPOHHYIO CETb N3 ODYYEHHbIX ANs1 HOBOU 3a4a4n
MHIIIO n ncnonb3ytownii BbIOpaHHYO HEMPOHHYIO CETb AN aganTauuun wwara MyTauumn B
(1 4+ X\)-2A npu pewweHun 3Toi 3agaqn.

2. llpoBeneHo cpaBHeHUE NPeANOXXEHHOrO MeToda C aHanoramu. B cpegHem no Bcem
PACCMOTPEHHBLIM 334a4aM yay4dlleHne pelleHns coctaensaeT 1.6% oTHOCMTENbHO Ny4yllero ns
aHaJIoroB.

3. B rnaBe ncnonb3oBaHbl BCE TPU MeTO4d, BbIHOCMMbIE HA 3aLUUNTY.

4. lMony4yeH akT O NPeAnosiaraeMoM BHEAPEHUMN B JIOTUCTUYECKYIO NIAaTHPOPMY KOMOMHATOPHO
onTuMmusaumn komnaHum VeeRoute: https://veeroute.ru/.

5. Peanuzauunsa metoma poctynHa Ha GitHub:
https://github.com/kiralexant/pcsi-fewshot-cvrp.
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NMpumep npunoxxenus (13/13)

[lpegnonaraemoe BHeapeHwne

[1naHnpyeTCcst BHeApPEHME NPEeANOXKEHHOrO MeToAa, UCMOJIb3YIOLLErO HEIPOHHYIO CETb AJIS
aganTauum napameTpos, B komnaHum VeeRoute.

VEEROUTE 7

O6wecTBO C orpaHM4YeHHoN oTBeTCTBEHHOCTLI0 «BUAPOYTE PH[I»

Ol'PH 1157847178830, MHH 7801280722, KIIN 784001001
199106, r. CaHkT-leTepOypr, BH.Tep.. MyHULMNanbHbIi okpyr Ne 7,
nuHust 24-5 B.O., A. 15/2, nutepa A, nomeLy, 1H, kom. 224

Ten.: (812) 331-15-70, http://iveeroute.com

AKT
or ’0, 10.2075

CocraBieH O MpPEeAnoNaraeMoM BHEAPEHUU pE3YJITATOB AUCCEPTALMOHHON paboThl
Kupmma AnekcamapoBuda AHTOHOBA Ha TeMy «MeTonpl &JanTalid IapaMeTpoB B
CTOXaCTHYECKUX  aJTOpPUTMAax Uil ONTHMH3ALMKM  HMH(OPMALMOHHO-BBIYUCIUTEIbHBIX
IIPOLIECCOBY, MPECTABIEHHON HA COMCKAHUE YUSHON CTeIeHH KaHIHIATa TEXHUUECKUX HayK I10
crnienuaibHOCTH 2.3.8. «MHbOpMaTrka 1 HHPOPMALIMOHHBIE IIPOLECCHD) (TEXHUYECKUE HAyKH).

Hacrostimuii akT moaTBep KIaeT TO, YTO METOZ, OCHOBAHHBIN Ha IPUMEHEHNHU MHOTOMEPHO
6alieCOBCKOM ONTHMH3ALMHU Il OOy4eHHsT HEHPOHHOMH CETH, UCIIONb3YIOMEHCs ISl afanTalum
IapaMeTpOB B CTOXaCTHYECKOM ajiropurMe, KOTOpelii mpemnoxeE K.A. AHTOHOBBIM B ero
IUCCEPTallMOHHONH  paloTe, IUIAHMPYETCsl BHEAPUTb B  JIOTHCTHYECKYI  IIaThopmy
KOMOMHATOPHOM onTumu3auuu kommnanuu « VeeRoutey (https://veeroute.ru/) nyis pereHus 3anaqau
JOCTaBKH IPY30B.

HeiipoHHYIO CeTh IS aianTally HapaMeTpOB IUIAHUPYETCsT OOYUHUTh U UCIIONIBb30BATh KaK
HaCTh CMPOU3BONICTBEHHOTO %@mpmrma KOMIIaHUH, pa60Ta}0Luero B BBICOKOIIApaJlJIeNbHON cpene

B.A. Kyaunos
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3akntoveruve (1/3)

BbiBoabl

B pamkax paboTbl pa3paboTaH KOMMAEKC METOAOB afanTaLuy napaMeTpPoB B CTOXaCTUYECKUX anropuTmax s
ONTUMU3ALNN KPYMHOMACLLTAOHBLIX MHPOPMALMOHHO-BLIYUCANTENBHBLIX MPOLIECCOB NMPU OrPaHNYEHHbIX BbIYUNC-
JINTENIbHbIX pecypcax.

® Metop 1. PaspabotaH MeTog aganTauum NOKOMMOHEHTHOWR BEPOATHOCTU MyTauun B (1 + A)-3BOSOLMOHHbIX
a/IropuTMax, He TPebylowWwnii NpeaBapuTENbHONR HACTPOKN NapaMeTpoB, NO3BONIAIOLMNNA NOBLICUTL
bbICTpoAelicTBME YKa3aHHbIX afifOPUTMOB N 0becneynTb aBTOMATUYECKYO KOPPEKTUPOBKY HUXKHEW rpaHuLbl
BEPOSATHOCTU MYyTaLUN.

® Metop 2. PaspabotaH MeTog oueHkun bbicTpogeiicTeust (1 + A)-3BOSIOLMOHHBIX anropuTMOB C aganTauuel
MOKOMMOHEHTHOWN BEPOSATHOCTM MYTaLMM HA OCHOBE COYETAHUS AUHAMMUYECKOro NporpaMmMmpoBaHuns un
MoHTte-Kapno-moaennpoBaHusi, KOTopblii NO3BOJINI MOJIy4aTb YNCAEHHbIE MPUDAVKEHNS HUXKHNX OLLEHOK
BPEMEHUN PaboTbl YKa3aHHbIX aJfOPUTMOB A0 AOCTVXKEHUS ONTMMYMa Ha NPaKTUYECKU 3HAYMMBbIX

byHKLUSAX.

e Metop 3. Paspaboran meton mHoromepHoii baiiecosckoin ontumusauum Kernel-PCA-BO c noHunxenunem
Pa3MEPHOCTN BELLECTBEHHO3HAYHbLIX (DYHKLINIA, XapaKTEPUIYIOLLNXCA MHOXXECTBOM JIOKa/IbHbIX ONTUMYMOB,
NO3BOJISIIOLLUIA MOJIy4aTb PELLIEHUS CO 3HAYEHUEM LENeBO PyHKLUMN, DAN3KUM K ONTUMaNbHOMY Mpu
OrpaHNYEHHbIX BbIYUCINTENBHbBIX Pecypcax.

® [MTpumep npunoxkeHusi. PaszpaboTaHHble METOAbLI NCMOJIb30BaHbI AJisi ODYYEeHUS U aHaNW3a HEWPOHHbIX
ceTeli, UCMONb3YEMbIX OJs1 aflanTauuny NapamMeTpPoB B CTOXaCTUYECKUX aJIFOPUTMaX, NMPUMEHSEMbIX B
BbICOKOMapaesbHOR cpeae Anst NpUbAVKEHHOMO pelleHns 3agadu goctaeku rpysos (MUIIO).
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