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1. INTRODUCTION

As noted by many researchers (see, for example, [5,
6]), software is currently the most vulnerable and error-
prone part of large software–hardware complexes. It is
noted in [5] that the lack of confidence in the software
is explained by the following reasons: history of soft-
ware failures in the past (for example, [7, 8]), difficul-
ties in software understanding and inspection, com-
plexity of testing, and the lack of agreement between
the customer and contractor about desired software
functions. Therefore, the development of reliable meth-
ods for designing, inspecting, testing and verifying pro-
gram systems is an important task.

The majority of approaches to the software develop-
ment (comparative analysis is presented in [9], and dis-
cussion of methods used in logical control problems
can be found in [2]) agree that the initial stage of a pro-
gram system design should include requirements spec-
ification [6], i.e., specification of requirements that the
constructed system must satisfy (in what follows, we
call it simply specification). The specification is the
main source of information about the functions that the
system 

 

must implement.

 

 However, the specification
should not impose any restrictions on the 

 

way

 

 the sys-
tem is constructed. Based on this document, the pro-
gram system is designed, a program code is created,
and the system is tested and verified. The majority of
researchers agree that an efficient analysis, design, and
verification of program systems are possible only with
the use of rigorous mathematical methods on all stages
of its development.

It is in this direction that the technology of the
automaton programming is being developed [2–4].
In the framework of this technology, new formal mod-

els of automaton programs are being proposed [10].
This technology suggests a method for designing pro-
grams as systems of interacting finite Moore–Mealy
automata. The design of each automaton consists in the
creation of a link scheme describing its interface and a
transition graph determining its behavior by a verbal
description of the desired automaton. However, the use
of informal descriptions for constructing a system of
interacting automata is a shortcoming of this technol-
ogy, which may result in errors in the automaton pro-
gram. Indeed (see, for example, [6, 11]), the most criti-
cal errors in program systems result from omissions
made at the stage of specification of requirements to the
system, and correction of them at later stages of pro-
gram design is much more difficult than timely elimina-
tion of these errors [12]. An informal verbal problem
statement greatly hampers correct determination of
essential requirements raised by the customer. Accord-
ing to [13], when reading an informal verbal specifica-
tion, the designer may face with an ambiguous interpre-
tation, absence of a number of requirements (incom-
plete specification), inconsistent requirements, or
unclear description. All this makes the analysis of the
posed problem and the automaton program design dif-
ficult. Moreover, it may happen that that the customer
will find and impose new requirements to the program,
increasing, thus, the number of iterations “problem
refinement–automaton program design.” The situation
becomes more difficult if the automaton program is
designed for a system with “complex behavior” [14].
The latter is a system whose behavior depends not only
on the current state but also on the previous history of
system operation. Thus, there is a need for a method
that would allow us to carry out a formal analysis of the
posed problem, gradually refining its statement and
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improving understanding of what the program is sup-
posed to do. This method should be rather abstract in
order to avoid focusing on internal, not externally visi-
ble, aspects of the implementation. For such a method,
we suggest using the trace assertion method (TAM
method) [1].

The paper is organized as follows. In Section 2, the
approach to specification of automaton programs—the
trace assertion method—is described. Basic concepts
of the technology of the automaton programming rely-
ing on a hierarchical model of automaton programs
[10] are described in Section 3. The use of specifica-
tions for designing automaton programs is discussed in
Section 4. Verification of automaton programs on the
basis of the constructed specification is discussed in
Section 5. Conclusions of this work and discussion of
directions of future studies are presented in the last sec-
tion.

2. TRACE ASSERTION METHOD

The trace assertion method was first discussed in
[1]. It is designed for specification of program modules
in accordance with the information hiding principle
[15]. Thus, a specification in terms of the TAM method
is a “black box” description; i.e., only external observ-
able typical features of the module are visible, whereas
internal details of the implementation are hidden. Cur-
rently, there exist several modifications of this method
[16–18] and program tools supporting them [19, 20].
The method can be used in practice for specification of
actual control systems [13, 21–23] and, thus, presents
not only theoretical, but also practical, interest.

For each module, a finite number of actions, which
can change its behavior, are specified. These actions
form an interface of the module with the environment
and may represent different types of the interaction. In
response to actions, the module can return reactions to
the environment. The trace assertion method is a
method for describing externally visible modes (or
states) of a module by means of finite sequences of
events the elements of which are pairs “action–output.”

Let 

 

M

 

 be a program module and 

 

P

 

M

 

 = {

 

p

 

1

 

, …, 

 

p

 

n

 

} be
a set of actions for this module, which form an interface
with the environment. Let, for each action 

 

p

 

i

 

, the mod-
ule can return an output, which is an element of some
set 

 

T

 

i

 

, and let 

 

T

 

M

 

 = . Then, a trace is a

sequence 

 

p

 

 =  :  :  :  …  : , where

 (1 

 

�

 

 

 

m

 

 

 

�

 

 

 

k

 

) denotes an action on the module,

 

 

∈

 

  denotes the returned output, and “.” denotes
the concatenation operation. If no output is returned in
response to some action, we assume that the output
with the value 

 

nil

 

 is returned. Actually, a trace is a
sequence belonging to the alphabet 

 

∆

 

 

 

⊆

 

 

 

P

 

M

 

 × 

 

T

 

M

 

.
In what follows, 

 

ε

 

 will denote an empty sequence. The
notation 

 

∆

 

* and 

 

∆

 

+

 

 is used to denote sets of all

Ti1 � i � n∪
pi1

oi1
pi2

oi2
pi3

oi3
pik

oik

pim

oim
Tim

 

sequences over the alphabet 

 

∆

 

 with the empty sequence
included and not included, respectively.

Let 

 

ν

 

: 

 

∆

 

*  

 

T

 

M

 

 

 

∪

 

 {

 

nil

 

} denote a projection that
specifies the value of the last output for an arbitrary
trace:

1. 

 

ν

 

(

 

ε

 

) = 

 

nil

 

;
2. 

 

∀

 

p

 

 : 

 

o

 

 

 

∈
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;
3. 

 

∀

 

x

 

, 

 

y

 

 

 

∈

 

 

 

∆

 

+

 

 

 

ν

 

(

 

x

 

.

 

y

 

) = 

 

ν

 

(

 

y
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Let 
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: 

 

∆

 

*   

 

∪

 

 {

 

ε

 

} denote a projection that,
for an arbitrary trace, determines a sequence of actions
applied to the module:

1. 
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;
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A trace 

 

s

 

 is called feasible if, for any prefix s' of the
trace s, the module admits satisfiability of the trace s'.
Feasible traces determine possible scenarios of module
usage.

If, for any feasible traces s1 and s2 of some module
M, the condition

s1 = s2 ⇔ π(x) = π(y)

holds, then this module is said to be output-indepen-
dent. Output-independent modules have no “internal”
memory for storing the history of outputs. Such mod-
ules can store only the history of the applied actions.
In this paper, we consider modules of only this kind.

Two feasible traces s1 and s2 are said to be equiva-

lent (which is denoted as s1  s2) if any subsequent,
externally observable behavior of module M after the
firing of either of the two traces is one and the same:
s1  s2 if and only if, for any trace s ∈ ∆*, the traces s1.s
and s2.s are simultaneously feasible or not feasible. By
means of the introduced equivalence relation, the set of
all feasible traces is divided into equivalence classes. In
this paper, we confine ourselves to systems with a finite
set of equivalence classes.

A trace τ is said to be canonical if it represents some
equivalence class. Now, let us turn to defining specifi-
cations in terms of the trace assertion method.

A specification in terms of the trace assertion
method is given by

• a set of actions Σ;
• a set of outputs �;
• a set of pairs “action–output”, ∆ ⊆ Σ × �;
• a set of all canonical traces, Q ∈ ∆*;
• an initial canonical trace q0 ∈ Q;
• a transition function δ: Q × Σ  Q; and
• a function v: Q × Σ  Q determining the

returned output.
Function δ determines what actions result in transi-

tions between externally visible modes of system oper-
ation, which are specified by canonical traces. Function
v determines outputs transmitted to the environment in

PM*

=E

=E
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response to the actions. The output value depends on
the current mode of system operation and on the action
applied to the system. Upon creation of a specification,
it is assumed that, at any moment, the environment can
apply any action from the set Σ defined in the specifica-
tion.

Consider an example of a specification prepared
with the help of the TAM method for an “alarm clock”
system from [14]. The alarm clock has three buttons H,
M, and A. The buttons H and M increase the values of
hours and minutes, respectively, by one (if the values of
hours or minutes are equal to 23 and 59, respectively,
they are set equal to zero), and the button A is used to
turn the alarm clock on and off. After the first press of
this button, the alarm clock can be set. The second press
activates the clock mode (with the alarm clock being
already set). The third press removes the alarm clock
setting.

First, it is required to determine entities that are
objects of control (they will be referred to as controlled
entities) and those affecting behavior of the logical con-
trol system (observable entities). A system may have
entities that are simultaneously controlled and moni-
tored ones.

In the above example, there are two controlled enti-
ties: a clock and an alarm clock. They are simulta-
neously controlled and observable entities (for exam-
ple, when values of hours and minutes must be set to
zero upon pressing buttons H and M). A formal defini-
tion of the set of possible values of the clock and alarm
clock is given in Tables 1 and 2.

From the problem description, we can also deter-
mine monitored entities, which specify actions applied
to the module by means of buttons H, M, and A. When
pressing buttons H and M, the controlled system is
changed. Therefore, these actions have arguments cor-
responding to the current state, and the new state of the
control system is an output.

Specification of the operation of the module respon-
sible for the logical control of the clock is shown in
Fig. 1. Sets of actions and outputs are defined in the
section “Module interface.” Canonical traces are
defined in the corresponding section; they determine
externally visible alarm clock system modes. The defi-
nition of the set of canonical traces is not an easy task.
It can be solved by analyzing the problem under study
with the help of heuristic methods, for example, by ana-
lyzing informal description of scenarios of operation of
the created system provided by the customer. In our
example, the definition of such a set of canonical traces
followed from the fact that button A modified values of
the output variables in different ways (difference in the
behavior for sets of traces {A} and {ε, A.A}) and from
the necessity to distinguish the case where the alarm
clock is set (trace A.A) from the case where it is not set
(the set of traces {ε, A}). A set of assertions about traces
that describe the transition function δ and function v

specifying the returned outputs can be defined by
means of an interview with the customer.

In practical use of the trace assertion method, the so-
called tabular expressions are often used [24, 25] for
specifying values of the transition function δ and func-
tion v determining the outputs. Tabular expressions
define complex relations and functions in a simple and
clear tabular form.

Consider semantics of tabular expressions specify-
ing functions δ and v. The tabular expressions are read
row by row. Each table of a specification consists of
three columns: Condition, Trace pattern, and Result.
The first column contains a predicate that imposes a
condition on the values of arguments of the input
action. The second column contains a predicate that
imposes a condition on the form of the canonical trace
that is an argument of the specified function. The third
column contains the value of function δ (or v) for the
subset of function arguments satisfying conditions of
the predicate in the first two columns joined by the log-
ical operator “AND.” In practice, if one cannot define
functions in a compact and clear form, the designer of
the specification may propose different form and
semantics for the tabular expressions. Discussions on
this subject can be found in [5, 13, 21, 24, 25].

Thus, the use of the trace assertion method suggests
specifying desired behavior of the system being cre-
ated. This is implemented by defining reactions to all
possible input actions, which is based on the history of
system operation represented in a compact form
through specification of a set of canonical traces and
transitions between them.

3. TECHNOLOGY OF THE AUTOMATON 
PROGRAMMING

The automaton programming technology [2–4, 14]
is a modern Russian development, which is actively
studied and supported by a number of Russian research
groups. In the automaton approach to the program
design, the program contains a system-independent
part, which specifies logic of the automaton program

Table 1.  Data types

Name Type Comments

tHour {0 … 23} The number of hours

tMinute {0 … 59} The number of minutes

tClock tHour × tMin Specifies clock

Table 2.  Observable and controlled variables

Name Type Initial value Comments

(hw, mw) tClock (0, 0) Current time

(ha, ma) tClock (0, 0) Alarm clock settin
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and is given by a system of interacting finite Moore–
Mealy automata. The automaton programming does
not depend on the platform, operating system, or pro-
gramming language and represents an approach that
uses formal methods for constructing correct programs.

In this paper, we consider a formal hierarchical
model of reactive systems and logical control systems

proposed in [10]. In accordance with this model, an
automaton system is considered as a system of interact-
ing deterministic automata given by

where n and ki (1 � i � n) are positive integers. The
automaton A0 is called main, and the others are called

� A0 A11 … A1k1
… An1 … Ankn

, , , , , , ,( ),=

Specification of module Clock

Canonical traces

Outputs

Action Argument Result

H (hw, mw) × (ha, ma) (hw, mw) × (ha, ma)

M (hw, mw) × (ha, ma) (hw, mw) × (ha, ma)

A ∅ ∅

δ(t, A) = 

Condition Trace patterns Equivalent trace

|t| = 2 ε
|t| < 2 t.A

= 

Condition Trace patterns Result

0 ≤ hw < 23 t ≠ A (hw + 1, mw) × (ha, ma)

hw = 23 t ≠ A (0, mw) × (ha, ma)

0 ≤ ha < 23 t = A (hw, mw) × (ha + 1, ma)

ha = 23 t = A (hw, mw) × (0, ma)

v(t, M((hw, mw) × (ha, ma))) =

v(t, A(k)) = ε

= 

Condition Trace patterns Result

0 ≤ mw < 59 t ≠ A (hw, mw + 1) × (ha, ma)

mw = 59 t ≠ A (hw, 0) × (ha, ma)

0 ≤ ma < 59 t = A (hw, mw) × (ha, ma + 1)

ma = 59 t = A (hw, mw) × (ha, 0)

Module interface

A trace is canonical if and only if it is a prefix of the trace t = A.A
t0 = ε

Assertions about traces

δ(t, H((hw, mw) × (ha, ma))) = t
δ(t, M((hw, mw) × (ha, ma))) = t

v(t, H((hw, mw) × (ha, ma))) =

Notation

|s| is length of trace s

Fig. 1. Specification of the alarm clock system.
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nested automata. All automata are related through a
hierarchy with respect to nesting. An automaton Aij can
transfer control to an automaton Ai + 1k that occupies a
lower level in the hierarchy. In this case, the automaton
Aij is said to be principal, and the automaton Ai + 1k,
nested. The automaton hierarchy forms a tree; i.e., for
each nested automaton, there exists only one principal
automaton in which it is nested.

The automaton system � is considered to be a reac-
tive control system for a plant. The system � receives
from the plant events that characterize, for example,
change of its states and asks the plant about its current
parameters, which is also considered to be an input
action on �. At the same time, the control system reacts
to the arriving information and, thus, affects the plant.
In addition to the above-described interaction with the
“environment,” the automata interact with one another
inside the system by transferring control from the prin-
cipal automaton to the nested ones when certain events
occur and watching their current states.

For the entire system of the interacting automata �,
Y = {y0, y11, …, } will denote the set of variables
that help us to track down states of the automaton sys-
tem; i.e., the current state of an automaton Aij is stored
in variable yij.

Let us denote by EA = {e1, …, ek} the set of the
events to which the automaton A reacts. Let e be the
variable where the current event for the automaton A is
placed.

Let us introduce the set XA = {x1, …, xn} of queries
of the automaton A to the control system. Each query is
considered as a certain predicate the truth of which
depends on the state of the control system.

Let also ZA = {z1, …, zr} denote the set of output
actions of A. Actions zi are classified into two groups.
The first group includes direct actions on the control
system. The actions from the second group model con-
trol transfers to the nested automata occurring after
some events (generation of events for nested automata).
In this case, the output action zi has the form ,

where A' is a nested automaton and  is an event gen-
erated by the automaton A for the nested automaton A'
to which the control is transferred for processing this
event.

Then, the automaton A of the control system � can
be represented as a tuple (Σ, Q, q0, E, X, Z, δ), where

1. Q = {q0, q11, …, qn} is a finite set of states of the
automaton,

2. q0 is an initial state,

3. Σ = {a1, a2, …, ak} is a finite alphabet of labels of
the transition arcs,

4. δ: Q × Σ  Q is a function of transitions from
one state to another.

ynkn

A ' e j'( )
e j'

Each transition fires by a certain rule. Before
describing the transition rules, we introduce some nota-
tion.

For a transition label a ∈ Σ, E(a) denotes the event
to which A reacts upon firing the transition with the
label a.

Let X(a) denote the set of queries to the control
object the truth of which is required for firing the tran-
sition with the label a.

Let Z* be a set of finite sequences of output actions.
Then, for a ∈ Σ, Z*(a) ∈ Z* denotes the sequence of the
output actions that occur when the transition with the
label a fires.

For an arbitrary state q ∈ Q of an automaton A, we
introduce the notation Z*(q) ∈ Z* for the sequence of
output actions that are to be performed when the autom-
aton A comes to the state q.

Finally, let Y(a) be a predicate depending on the
states of the nested automata. Then, the transition with
the label a fires if and only if Y(a) takes the true value.

The rule of the transition from a state q to a state q'
by label a has the following form:

q, a : if e = E(a) and (∀x ∈ X(a) : x = true)

and Y(a) = true then Z*(a); Z*(q); goto q'.

Having received an event, the automaton reacts (or
does not react) to it (with reaction being determined by
its current state), asks the control system about its
parameters (input variables), takes into account states
of the nested automata and, then, performs a sequence
of output actions, including the actions that are required
to perform when it occurs in a new state. Only after this,
it switches to a new state.

An output action of the first kind, which is aimed at
the control system, is considered to be performed
immediately after the application. An output action of
the second kind, which is a control transfer to a nested
automaton in response, is considered to be performed
only after the reaction of the nested automaton to this
event. The latter reaction consists in the following:
either the automaton transfers to the new state (one of
the transitions fires) or the event is ignored by the
nested automaton (none of the transitions can fire).
Until the output action of the second type is performed,
the operation of the principal automaton is postponed.

The transition firing rules for all automata of the
hierarchical model are deterministic. If none of the
transitions can fire in the current state when an event
occurs, then the event is ignored.

4. DESIGN OF AUTOMATON PROGRAMS

In [2, 14], it is proposed to begin the design of an
automaton program with the analysis of an informal
text description of the system and to determine compo-
nents of the control system and states of the system of
the interacting automata. Such an approach has a num-
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ber of disadvantages [13] typical of informal descrip-
tions, which can be avoided if we apply mathematical
specification methods, such as the trace assertion
method.

Ambiguous interpretation of a specification. The
specification structure expressed in terms of the TAM
method eliminates ambiguous interpretation of require-
ments since it is formulated in a formal mathematical
language.

Specification incompleteness. Unlike in the analysis
of the text description of a problem, when using the
trace assertion method, it is possible to prove that all
admissible variants of system operation have been con-
sidered (see also [26]). The specification completeness
is meant in the sense that functions δ and v are defined
in the entire domain, If we represent each row of a tab-
ular specification of, say, function δ as a triple (ci, mi,
ri), then the proof of completeness of the specification
of function δ reduces to proving the assertion that the
condition

holds, where n is the number of rows in the table, �(mi)
is the number of canonical traces satisfying the predi-
cate mi, and �(ci) is a set of input actions satisfying the
predicate ci.

The assertion about completeness of the specifica-
tion of function v is formulated similarly.

Specification inconsistency. When informal descrip-
tions are used, inconsistent requirements can appear,
especially if the description is lengthy or specifies com-
plex logic of the system behavior. If the specification is
expressed in terms of the trace assertion method, it can
be proved that it does not contain inconsistent require-
ments (see also [26]). In other words, it can be proved
that the value of function δ or v for each element
belonging to the domain is defined only once. This
reduces to proving the assertion that, for any i and j (i ≠ j),
the following assertion holds:

where �(mk) is the set of canonical traces satisfying the
predicate mk and �(ck) is the set of input actions satis-
fying the predicate ck.

In fact, this assertion states that two different rows
of a specification cannot define function for one and the
same subset of the domain. The assertion for function v
is formulated similarly.

Specification conciseness. Operation of even quite
complicated systems can be specified in a clear, precise,
and concise manner rather than by using a lengthy
informal description.

Thus, a specification is a correct contract between
the customer and contractor, which makes it possible to

t a,( ) t � mi( ) a � ci( )∈∧∈{ }
i 1=

n

∪ Q Σ×=

t a,( ) t � mi( )∈ a � ci( )∈∧{ }

∩ t ' a ',( ) t ' � m j( )∈ a '∧ � c j( )∈{ } ∅,=

unambiguously and consistently formulate the task.
Now, let us consider techniques used for designing an
automaton program from a specification prepared by
means of the trace assertion method.

When creating a system of interacting automata that
presents an automaton program, it is required to specify
values of sets of the tuple (Σ, Q, q0, E, X, Z, δ).
We strongly believe that the determination of the num-
ber of automata, their hierarchy, and the set of input and
output actions is a design task to be solved by the pro-
grammer. Indeed, the purpose of the specification is to
describe characteristics of the set of admissible imple-
mentations, i.e., instances of the automaton programs.
Therefore, in designing an automaton program, the
specification may help the programmer to determine
some components of the automaton that is a part of the
whole program, with these components being visible
for an external observer. Let us consider construction of
separate automaton components.

The finite alphabet of the transition arcs Σ is defined
in terms of elements of the sets E, X, Y, and Z. Elements
of set Y are used to model requests about current states
of nested automata, which is related to the internal hier-
archical structure of the automaton program and cannot
be expressed by means of the specification. Therefore,
we consider techniques that can be helpful for specify-
ing sets E, X, and Z (excluding actions of the second
kind, since they are also classified as internal interac-
tions between the automata).

Transfer of elements directly from the specification.
This technique suggests direct transfer of some ele-
ments of the specification to the definition of the autom-
aton program. For example, actions H, M, and A
described in the specification of the alarm clock system
can be placed to the set of events E to which the autom-
aton program responds as elements e1, e2, and e3.

Defining semantics of elements by means of the
specification. Actions on the control system returned by
the automaton program can be rather complicated;
however, semantics of these actions can uniquely be
defined by means of a specification written in terms of
the trace assertion method. Let us demonstrate this on
the example of the alarm clock system. Analyzing the
definition of the specification function v, one can see all
changes of the control system, which are registered in
column Result (which can be viewed as that with
respect to the arguments of function v). Accordingly,
we may conclude that the actions applied to the control
system include increase of the number of hours or min-
utes by one or setting these values equal to zero (for the
clock and alarm clock). Based on this conclusion, we
may extract these actions from the specification and
formally describe their semantics as, for example,
shown in Table 3.

Elements placed to the considered sets and their
semantics can be defined in different ways, and the effi-
ciency of this procedure from the point of view of sim-
plicity of the automaton program design depends on the
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programmer. For the alarm clock system, semantics of
output actions can be defined in a way different from
that shown in Table 3. Indeed, one can see that the num-
ber of hours is increased by one modulo 24, and the
number of minutes is increased by one modulo 60. For
example, we can define action  that increases the
value of hours with the semantics 〈ha〉  〈(ha + 1)
mod 24〉. Such a definition of the action semantics can
be justified from the specification standpoint. Indeed,
whatever the history of actions τ on the system, the
value of hours is either increased by one modulo 24 (the
history of actions is equivalent to canonical trace A) or
is not changed (the history of actions is equivalent to
any other canonical trace). The proof is not difficult and
follows directly from the specification.

The facts that the specification allows us to define
semantics of output actions of an automaton program
and that the specification completeness can be proved
imply that it is possible to determine all necessary
actions on the control system that may be required in
the automaton program. The responsibility for the
selection of a particular set of actions and their seman-
tics rests completely with the programmer.

The selection of the set of output actions may affect
the selection of the set of queries to the control system
(set X) and semantics of these queries. For example, if
we rely on the definition of the set of output actions
shown in Table 3, then, when creating an automaton
program, we will need queries to the control system
that will allow us to determine which output action and
when can be applied. As can be seen from the specifi-
cation, each suggested action occurs only under certain
conditions (column Condition in the definition of func-
tion v) of the control object. Hence, it is reasonable to
specify the set of queries based on these conditions.
The set of queries for the alarm clock system and their
semantics are shown in Table 4.

As noted earlier, the set of conditions being selected
depends on the selected set of output actions. Indeed, if
we selected actions that increase the numbers of hours
and minutes by one modulo 24 and 60, respectively, for
the output actions, the set of queries to the control
object would be empty since the semantics of these
actions already assumes necessary checks.

Thus, the specification prepared by the trace asser-
tion method allows us to formally define set Σ, in par-
ticular, elements of the set of input actions E; the set of
queries to the control object X; and the set of output
actions Z.

The next important step in the design of an automa-
ton program is determination of states of the control
automaton system. Let us show how the specification
can help here. The specification is a more abstract
description of the problem than its implementation in
the form of an automaton program. Therefore, the set of
states of an automaton program constructed by a spec-
ification cannot uniquely be defined. For example, if we
have a system processing user’s requests a and b, then,

z1'

from the specification standpoint, in order to present an
externally visible behavior of the system without focus-
ing on its internal structure, it is sufficient to describe it
as a transition system shown in Fig. 2a. At the same
time, a clearer implementation is depicted in Fig. 2b.
Here, the states where queries a and b are processed are
explicitly indicated. The desire to develop a more
understandable program can lead us to its specification
as the transition system shown in Fig. 2c, where the
state in which the system operation begins is explicitly
indicated.

In the design of an automaton program by an infor-
mal specification, the identification of system states is a
creative process, the correctness of implementation of
which is ensured exclusively by the programmer. The
originality of the trace assertion method consists in the
fact that we can determine externally visible modes by
applying sequences of actions to the module and
observing outputs, i.e., traces, with a human factor
being excluded.

Table 3.  Semantics of the automaton program outputs (set Z
of actions of the first kind)

Output Semantics

z1 〈hw〉  〈hw + 1〉
z2 〈hw〉  〈0〉
z3 〈mw〉  〈mw + 1〉
z4 〈mw〉  〈0〉
z5 〈ha〉  〈ha + 1〉
z6 〈ha〉  〈0〉
z7 〈ma〉  〈ma + 1〉
z8 〈ma〉  〈0〉

Table 4.  Semantics of queries to the control object for
the automaton program (set X)

Query Semantics

x1 hw = 23

x2 mw = 23

x3 ha = 23

x4 ma = 23

(a) (b) (c)

a

b

a

a

b

b
a b

b

a
a b

Fig. 2. Transition systems for the module processing que-
ries a and b.
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To construct the set of states of an automaton pro-
gram, for a given specification (Σ, �, ∆, Q, q0, δ, v), we
consider a deterministic finite automaton �T = (Q', ∆',
δ', , F') [27] defined as follows:

• the set of states of automaton Q' coincides with the
set of canonical traces of specification Q;

• the set of input symbols of automaton ∆' coincides
with the set ∆ of pairs “action–output” of the specifica-
tion;

• the transition function for the automaton δ': Q' ×
∆'  Q' is defined as

δ'(q, a) = q' ⇔ δ(q, a) = q';

• the initial automaton state is  = q0;

• the set of accept states F' coincides with the set of
all states Q'.

This automaton explicitly defines the set of exter-
nally visible modes that are states of the control system
and transitions between these modes. Such an automa-
ton for the specification of the alarm clock system is
shown in Fig. 3. Based on this automaton, the program-
mer can make design decisions, such as definition of
auxiliary automata and hierarchy of interactions
between them.

For the alarm clock control system, it is possible to
create the automaton program as a system of interacting
automata � = {A0, A11, A12, A13, A14}. Here, A0 is the
principal automaton; automata A11 and A12 are used for
modifying the values of hours and minutes, respec-
tively, in the clock; and automata A13 and A14 control
modification of values of hours and minutes in the
alarm clock. The scheme of links between the principal
automaton, auxiliary automata, and control object is
shown in Fig. 4. The principal automaton is depicted in
Fig. 6. As can be seen, automaton A0 reminds very
much the automaton in Fig. 3; i.e., it presents externally
visible modes of the system operation. The other
automata illustrate the clock and alarm clock setting
process in a clearer way. The scheme of links for the
auxiliary automaton A11 is depicted in Fig. 5, and the

q0'

q0'

automaton itself is presented in Fig. 7. The schemes of
links and transition systems for other auxiliary autom-
ata are constructed similarly to those for automaton A11.

Thus, the proposed scheme of construction of
automaton programs for logical control systems
includes the following steps:

1. After discussions with the customer, based on
informal descriptions, a specification of the developed
system in terms of the trace assertion method is created.
If necessary, the specification is checked, extended, and
revised. The specification is a contract between the
designer and customer.

2. The specification is used for designing and con-
structing the automaton program: elements of the sets
of input and output actions and queries to the control
system and their semantics are defined and states of the
automaton program are determined. After this, on the
basis of design decisions made by the programmer, a
detailed automaton program is constructed.

3. On the basis of this specification, the constructed
automaton program is tested and verified to show that it
is correct from the specification standpoint.

The proposed scheme agrees with the ideas put for-
ward by Mills in [28]. In the framework of his
approach, the system is refined stepwise: first, the sys-
tem is described as a “black box”; then, a more detailed
description appears, system states are determined, and
transitions between the states are defined; and, finally,
the system is described explicitly. Mills notes that, in
the case of application of heuristic methods to defining
states of complex control systems (which is currently a
common practice [2, 14]), it is difficult to understand
whether the number of states found is sufficient or we
missed something. The creation of a specification is
considered to be a useful analytical step to understand-
ing system functioning.

5. VERIFICATION OF AUTOMATON PROGRAMS

A “black box” specification formulates conditions
that the constructed automaton program must satisfy;

Q' = {ti| prefix of length i for the sequence A.A}A

A

A
t2

t0

t1

h ∈ H, m ∈ M

h ∈ H, m ∈ M

h ∈ H, m ∈ M

∆' = H ∪ M ∪ {A}, where
H = {H(w × a) : (w' × a') | w, a, w', a' ∈ tClock}
M = {M(w × a) : (w' × a') | w, a, w', a' ∈ tClock}
q'0 = t0

Fig. 3. The automaton presenting the clock specification.
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Panel with
buttons

pressing H

pressing M

pressing A

increase the value of hours in the clock

increase the value of minutes in the clock

increase the value of hours in the alarm clock

increase the value of minutes in the a larm clock

A0

e1

e2

e3

A1(e11)

A2(e21)

A3(e31)

A4(e41)

Clock control
(hours) – A1

Clock control
(minutes) – A2

Alarm clock control
(hours) – A3

Alarm clock control
(minutes) – A4

Fig. 4. The scheme of links for the clock control automaton.

increase the value
Clock automaton

A0

Control object

increase the value
of hours

Is the current value
of hours equal to 23?

A1

e11

x1

z1

z2

setting value of

of hours by 1

hours equal to zero

Control
object

Fig. 5. The scheme of links for the automaton increasing the number of hours in the clock.

3. Alarm clock

1. Alarm clock
is turned on

2. Setting alarm
clock

is turned off

e3 e3

e3

e2
A2(e21)

e1
A1(e11)

e1
A1(e11)

e1
A3(e31)

e2
A4(e41)

e2
A2(e21)

Fig. 6. Transition system for the clock control automaton.
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therefore, the process of proving correctness of this
program can be formulated as the following task. Sup-
pose that we have a specification written by means of
the TAM method and an automaton program con-
structed by this specification. It is required to prove that
the constructed automaton program satisfies the speci-
fication requirements.

Currently known methods for analyzing correctness
of complex systems include simulation, testing, prov-
ing, and model checking. Consider application of these
methods to checking correctness of automaton pro-
grams from the point of view of a specification con-
structed by means of the trace assertion method.

The simulation can be applied as early as at the stage
of the specification design. If the system is analyzed
with the help of simulation, some scenario of the devel-
opment of events is specified, and it is required to learn
how the system behaves under this course of events.
If this scenario can be specified as a trace τ, the latter
can be executed by means of the specification. Indeed,
as has already been shown, a specification in terms of
the trace assertion method defines, in fact, a finite
automaton, and the trace analysis suggests modeling
the process of recognition of τ by this finite automaton.
Another interesting way to use simulation is the trace
rewriting method suggested in [29] and further devel-
oped in [30]; it transforms an arbitrary trace to its
canonical equivalent. Thus, the applicability of the sim-
ulation is improved by inspecting the system being cre-
ated by the customer. This allows us to evaluate correct-
ness of externally visible behavior of the system as
early as at the stage of constructing its specification.
In design of an automaton program, such a “prototype”
may help a lot to the programmer, allowing him to bet-
ter understand the operation of the created logical con-
trol system.

Another popular method for checking program cor-
rectness is testing. Generally, testing suggests con-
structing a predicate on the set of all possible traces,
which takes true value in the case of correct execution
and false value otherwise. The testing methods can be
classified into three categories: black box testing, when
tests are generated without knowledge of the internal
structure of the system under testing; clear box testing,
when the internal structure of the tested system is com-

pletely known; and grey box testing, when some infor-
mation about the internal structure is known. Since the
trace assertion method imposes requirements on the
system from the standpoint of the information hiding
principle, it is reasonable to use the black box testing
methods. The use of formal specifications given in the
tabular notation for generation of test sequences is dis-
cussed in some works (see, for example, [31, 32]). The
approach discussed in [31] is based on the verification
of system operation under conditions close to the
boundaries of intervals that constitute the domain of the
function determining dependence between inputs and
outputs. Such conditions are to be found for each exter-
nally visible mode of system operation and each state of
the control system. If such a mode is given by a canon-
ical trace τ, the boundaries of intervals for this mode
must be specified based on those rows from the defini-
tion of function v of the specification in which the pred-
icate in the column Trace pattern is true for τ. The
boundaries of the intervals have to be determined by
means of the predicates in the column Condition from
these rows. For example, for the alarm clock system
and the mode specified by trace τ = A (the alarm clock
setting mode), for the test sequence specifying correct
behavior, we can take the trace

τ.H[(hw, mw) × (22, ma)] : [(hw, mw) × (23, ma)],

.H[(hw, mw) × (23, ma)] : [(hw, mw) × (0, ma)].

If the earlier defined semantics of input and output
actions for automaton programs is used (Section 4 and
Table 3), this trace can be transformed to the sequence
〈e3, e1 : z1, e1 : z2〉 with the initial state of the control sys-
tem given by (hw, mw) × (22, ma) and the alarm clock
turned on.

Although testing is a widely used method for study-
ing correctness of program systems, many researchers
agree that the use of only one method is not sufficient
to guarantee that the system is reliable. Moreover, there
is an opinion that only with the help of mathematical
proofs, i.e., the proving method [33], it is possible to
formally prove correctness of system operation. How-
ever, even such a formal proof does not guarantee cor-
rectness of system functioning if the informal program
specification was incorrect or some component of the
program did not possess the property that was assumed

1. The value of 2. The value of
hours is less
than 23

hours is equal
to 23

e11
z2

e11 ∧ x1
z1

e11 ∧¬ x1
z1

Fig. 7. The automaton controlling setting of hours in the clock.
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to be a premise of the proof. As for automaton pro-
grams, it is noted in [10] that the automaton structure of
programs facilitates using the proving in spite of the
fact that it is labor-consuming, possesses low level of
automation, and is strongly tied to the semantics of the
programming language. Rigorous mathematical defini-
tion of the semantics of elements of the automaton pro-
gram performed with the use of a specification in terms
of the trace assertion method significantly facilitates
formal proof of the program correctness.

One more approach to the correctness analysis is the
model checking method [34], the idea of which is as
follows. The program system is specified as a finite
transition system called Kripke structure. Further, in
the framework of the Kripke structure with the use of a
temporal logic language, properties of the program
model are formulated and, then, checked. In formal
terms, this can be defined as follows.

Given a finite transition system (Kripke structure),
an initial state s0 of this system, and a temporal logic
formula ϕ, it is required to determine whether the state
s0 satisfies formula ϕ.

Methods of verification of automaton programs with
the use of the model checking method are considered in
detail in [10]. The disadvantage of the considered
approach is that the formulas being checked are sug-
gested based on the informal system specification.
Hence, if the formula is composed with an error, it may
happen that we check something different from what
was originally planned.

Based on a specification performed with the help of
the trace assertion method, the following categories of
formulas can be constructed. (We do not write down
particular temporal formulas, since this was considered
in detail in [10].)

Conditions for externally visible modes. An autom-
aton program should model transitions from one exter-
nally visible mode to another. On a set of states of an
automaton program

where n and ki are positive integers (1 � i � n), we
define a set of predicates S1, …, Sm; here, m is the num-
ber of canonical traces in the specification

Sj : Q0 × Q11 × … ×  × …

× Qn1 × … ×   �,

and each predicate Si takes the true value if the system
of automata � is in a state corresponding to the exter-
nally visible mode given by the i-th canonical trace of
the specification. Then, based on the definition of func-
tion δ in the specification, one can define temporal logic
formulas that check transition from one externally vis-

� A0 A11 … A1k1
… An1 … Ankn

, , , , , , ,( ),=

Q1k1

Qnkn

ible mode to another and the fact that the system does
not occur in two states simultaneously.

Since the set of predicates for the alarm clock sys-
tem can be defined as Si(q) = [q = qi], where q is a state
from the set of states of the automaton A0. Accordingly,
transition between two modes can be specified as the
following condition: if the automaton occurs in a state
that corresponds to the externally visible mode S1, then,
after pressing button A (and, thus, receiving event e3),
the automaton will pass to a state corresponding to the
externally visible mode S2.

The fact that an automaton does not present in two
externally visible modes simultaneously is stated as fol-
lows: an automaton will never present in the states
where Si and Sj, i ≠ j, are simultaneously fulfilled.

Reactivity condition. A constructed specification
assumes that the module must process any action under
any conditions; i.e., the control system constructed
does not occur in a state where it does not respond to
any external actions. As applied to the above example
of the alarm clock system, this means that it is always
possible to press any button, and the system will always
respond to it.

Condition of producing certain outputs. This type of
conditions helps us to define formulas that specify
necessity of producing certain outputs in response to
input actions if the system is in some externally visible
mode.

An example of such a condition is as follows: let the
alarm clock system occur in a state corresponding to an
externally visible mode S1, and let an action e1 be
applied to its input; then, the outputs are either z1 or z2. 

It should be noted that the temporal formulas used
for the verification of an automaton program are
formed by means of the specification rather than are
suggested for verification spontaneously with the only
interest to check some properties.

Thus, based on the specification, we can check cor-
rectness of automaton programs using methods of all
kinds.

6. CONCLUSIONS
We have shown that the creation of a specification is

an important stage of the process of software develop-
ment for logical control systems. Indeed, the specifica-
tion design makes it possible to deeper analyze the
posed problem without going into detail of the imple-
mentation and relying only on operation scenarios
given as traces and to make sure that all important
requirements are determined and do not contradict one
another.

The specification obtained is not only a basis for
defining semantics of such important components of an
automaton program as input and output actions or que-
ries to the control object. It also provides formal means
for determining the set of states of the automaton pro-
gram. Note that the programmer is not restricted in
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making design decisions on specifying the hierarchy of
the interacting automata.

We have also discussed verification of the automa-
ton program obtained by means of various methods
such as simulation, testing, proving, and the model
checking method. In this case, the specification plays
the role of a “prototype” used for determining system
properties necessary for the verification.
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